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| Received: xxxx-xx-xx Accepted: xx-xx-xx**Keywords:** analisis; rabies; zoonosis;support vector machine.**Corespondent Email:**rahmaddeni@usti.ac.id | **Abstrak.** *Rabies adalah penyakit zoonosis yang sangat mematikan, disebabkan oleh virus rabies, dan memiliki dampak signifikan terhadap kesehatan masyarakat global. Deteksi dini dan analisis epidemiologi yang akurat merupakan langkah penting dalam upaya pencegahan dan pengendalian penyebaran penyakit ini.Penelitian ini bertujuan untuk mengidentifikasi faktor-faktor yang berkontribusi pada kejadian gigitan anjing serta mengevaluasi kinerja algoritma pembelajaran mesin dalam memprediksi kasus gigitan. Analisis data menunjukkan bahwa ras Pit Bull dan wilayah dengan kepadatan penduduk tinggi memiliki risiko gigitan yang lebih tinggi. Evaluasi terhadap algoritma Support Vector Machine (SVM) dengan berbagai proporsi data latih dan uji menunjukkan kinerja yang stabil dan akurat. Model SVM mampu mengidentifikasi sebagian besar kasus gigitan dengan nilai akurasi rata-rata 74%. Penelitian ini mengindikasikan bahwa kombinasi antara analisis data dan pemodelan machine learning dapat menjadi alat yang berguna dalam mengidentifikasi individu yang berisiko tinggi mengalami gigitan anjing dan dalam merancang strategi pencegahan yang lebih efektif*. |
|  | **Abstract.** *Rabies is a highly lethal zoonotic disease caused by the rabies virus and has a significant impact on global public health. Early detection and accurate epidemiological analysis are essential steps in preventing and controlling the spread of this disease. This study aims to identify factors that contribute to dog bites and evaluate the performance of machine learning algorithms in predicting bite cases. Data analysis shows that Pit Bull breeds and areas with high population density have a higher risk of bites. Evaluation of the Support Vector Machine (SVM) algorithm with various proportions of training and testing data shows stable and accurate performance. The SVM model is able to identify most bite cases with an average accuracy value of 74%. This study indicates that the combination of data analysis and machine learning modeling can be a useful tool in identifying individuals at high risk**of dog bites and in designing more effective prevention strategies.* |

# PENDAHULUAN

Identifikasi dan pengklasifikasian virus adalah hal mendasar namun menantang dalam bidang medis dan diagnosis. Saat ini terdapat sekitar 1.000 jenis virus didunia yang diketahui dapat menginfeksi manusia [1]. Salah satu virus itu adalah rabies. Rabies merupakan salah satu penyakit *zoonosis* yang mematikan dan menjadi

perhatian serius di berbagai negara, terutama di wilayah dengan akses terbatas terhadap vaksinasi dan perawatan kesehatan. Penyakit ini disebabkan oleh virus rabies dari famili *Rhabdoviridae* yang menyerang sistem saraf pusat manusia dan hewan [2]. Menurut data Organisasi Kesehatan Dunia (WHO), rabies menyebabkan ribuan kematian setiap tahun,

dengan mayoritas kasus terjadi di Asia dan Afrika. Penularan rabies terutama disebabkan oleh gigitan hewan yang terinfeksi, seperti anjing, kucing, dan hewan liar lainnya. Upaya pengendalian rabies melalui vaksinasi dan edukasi masyarakat telah dilakukan, namun tantangan tetap ada dalam mendeteksi dan menganalisis penyebaran penyakit secara akurat [3].

Dalam penelitian ini, teknologi kecerdasan buatan (*Artificial Intelligence*) dan pembelajaran mesin (*Machine Learning*) memberikan potensi besar untuk mendukung analisis data epidemiologi rabies. Salah satu algoritma yang sering digunakan dalam pembelajaran mesin adalah *Support Vector Machine* (SVM). SVM memiliki keunggulan dalam menangani data berukuran besar, mendeteksi pola *non-linear*, dan menghasilkan klasifikasi yang akurat [4]. Dengan menggunakan algoritma SVM, penelitian ini berfokus pada analisis pola penyebaran rabies dan identifikasi faktor-faktor signifikan yang memengaruhi epidemiologi penyakit ini.

Pada penelitian sebelumnya [5], yang berjudul “Studi Sentimen Masyarakat terhadap PSSI di Era Erick Thohir menggunakan Algoritma *Support Vector Machine* (SVM) pada Media Sosial X” menggunakan *Support Vector Machine* dengan tiga skenario pembagian data latih dan data uji dengan rasio 80:20, 70:30, dan 60:40 dengan hasil pengujian menunjukkan bahwa skenario terbaik tercapai pada rasio 80:20 dengan bahasa Inggris, menghasilkan akurasi sebesar 76,6%. Pada penelitian selanjutnya [6], yang berjudul “Implementasi Algoritma *Support Vector Machine* (SVM) Untuk Diagnosis Kesehatan Manusia Berbasis *Web Application*” menunjukkan tingkat akurasi pengujian diagnosis penyakit pasien mencapai 99%. Penelitian yang dilakukan oleh [7], yang berjudul “Penggunaan Algoritma *Support Vector Machine* (SVM) Untuk Deteksi Penipuan pada Transaksi Online” mampu mendeteksi transaksi penipuan dengan tingkat akurasi yang tinggi, mencapai 95%. Penelitian lainnya dilakukan oleh [8], yang berjudul “Penerapan Teknik SMOTE Pada Klasifikasi Penyakit Stroke Dengan Algoritma *Support Vector Machine*” menapatkan hasil akurasi tertinggi 92%. Berdasarkan permasalahan tersebut maka penelitian selanjutnya akan

mencoba menerapkan algoritma *Support Vector Machine* (SVM) untuk menganalisis penyakit rabies.

# TINJAUAN PUSTAKA

## Analisis

Analisis adalah proses penyerapan, pengkajian, dan pemanfaatan informasi untuk menarik kesimpulan. Secara lebih rinci, analisis dapat diartikan sebagai kegiatan membahas suatu objek, kemudian mengolah data yang ada untuk menghasilkan kesimpulan [9]. Selain itu, analisis juga merupakan upaya untuk memecah suatu masalah menjadi bagian-bagian yang lebih kecil, sehingga setiap bagian yang telah diuraikan atau dipisahkan menjadi lebih jelas, mudah dipahami, dan memiliki makna yang dapat ditangkap dengan lebih baik [10].

### Zoonosis

Penyakit *zoonosis* merupakan jenis penyakit yang penularannya terjadi antara hewan dan manusia, baik dari hewan ke manusia maupun sebaliknya. Beberapa contoh *zoonosis* yang menular dari hewan ke manusia antara lain Ebola, Marburg, Mers-Cov, dan Avian Influenza (AI) atau yang lebih dikenal sebagai flu burung. Ancaman *zoonosis* dari luar negeri yang perlu diwaspadai dan diantisipasi meliputi *Ebola*, MERS-CoV, serta *Emerging Infectious Diseases* (EID) lainnya. Sementara itu, ancaman *zoonosis* dalam negeri seperti Rabies, Flu Burung, Antraks, *Leptospirosis*, Pes, dan sejenisnya cenderung bersifat sporadis, sehingga diperlukan respons cepat untuk mencegah penyebarannya. Adanya penyakit *zoonosis* inilah yang mendorong munculnya konsep *One World One Health*. Istilah "*One World*" dalam konsep ini menggambarkan bahwa kita hidup dalam satu dunia yang saling terhubung dan tidak terpisahkan. Setiap kejadian, bahkan di belahan dunia yang jauh sekalipun, dapat berdampak langsung atau tidak langsung terhadap kondisi global secara keseluruhan [11].

## Rabies

Rabies merupakan penyakit yang termasuk dalam kategori zoonosis dan dapat menyerang hampir semua hewan berdarah panas, termasuk manusia. Penyakit ini dikenal sebagai salah satu penyakit paling berbahaya di dunia karena dampaknya yang mematikan bagi kesehatan,

bahkan dapat menyebabkan kematian pada orang yang terpapar. Rabies disebabkan oleh virus rabies, yaitu virus ganas yang menular ke manusia atau hewan lain melalui air liur hewan yang terinfeksi atau telah menderita rabies [12].

### Machine Learning

*Machine Learning* adalah bidang ilmu yang mempelajari cara membuat kompute mampu belajar dan meningkatkan kemampuannya dengan meniru atau bahkan melampaui kemampuan belajar manusia [13]. Teknik pembelajaran mesin otomatis dapat mempermudah proses ini dengan secara otomatis memilih model, mengoptimalkan *hyperparameter*, dan mengurangi ketergantungan pada intervensi manusia. Pendekatan ini juga dapat meringankan beban kerja ahli radiologi dan patologi, serta menghemat waktu dan tenaga dalam proses diagnosis data pencitraan medis [14].

* 1. ***Support Vector Machine* (SVM)** *Support Vector Machine* (SVM) adalah algoritma yang bertujuan untuk menemukan *hyperplane* yang dapat memisahkan titik data dari kelas-kelas yang berbeda dengan jelas [15]. Metode ini merupakan sebuah *framework* penguat gradien yang memanfaatkan algoritma pembelajaran berbasis pohon (*tree-based learning*). *Framework* ini dirancang untuk bersifat terdistribusi dan efisien, dengan keunggulan seperti kecepatan pelatihan yang lebih tinggi, penggunaan memori yang lebih rendah, akurasi yang lebih baik, dukungan untuk pembelajaran paralel dan terdistribusi, kompatibilitas dengan GPU, serta kemampuan untuk menangani data dalam skala besar [16].

# METODE PENELITIAN



Gambar 1 Metodologi penelitian

## Pengumpulan Data

Selanjutnya, dilakukan tahap pengumpulan data, di mana proses ini melibatkan pengambilan data yang relevan terkait kasus gigitan anjing. Dalam penelitian ini, dataset yang digunakan diperoleh dari platform Kaggle, dengan total jumlah data mencapai 22.663 entri.



Gambar 2 Dataset gigitan anjing

Data ini dikumpulkan dari laporan yang diterima secara daring, melalui pos, faks atau melalui telepon ke 311 atau Unit Gigitan Hewan *New York City Department of Health and Mental Hygiene* (DOHMH). Setiap catatan mewakili satu insiden gigitan anjing. Informasi tentang ras, usia, jenis kelamin dan status disterilkan atau dikebiri belum diverifikasi oleh DOHMH dan hanya tercantum sebagaimana yang dilaporkan ke DOHMH. Ruang kosong dalam kumpulan data berarti tidak ada data yang tersedia.

* 1. ***Preprocessing* Data**

Selanjutnya, *preprocessing* data dilakukan untuk mempersiapkan data sebelum masuk ke tahap implementasi algoritma dengan tujuan untuk membuat data menjadi bersih yang nantinya akan membuat hasil akurasi menjadi lebih baik. Berikut beberapa tahapan preprocessing data.

* + 1. **Mengatasi *Missing Values***

Pada atribut yang dipilih terdapat nilai yang kosong seperti gambar berikut.



Gambar 3 Atribut *missing values*

Atribut yang dipilih “Breed” terdapat nilai yang kosong sebanyak 4.567 data. Sedangkan atribut “SpayNeuter” tidak terdapat nilai yang kosong. Pada tahapan inilah akan dilakukan *preprocessing data* untuk mengatasi nilai yang kosong pada atribut “Breed”. Ada beberapa cara untuk mengatasi *missing values* ini yaitu menghapus data dengan missing values, mengisi dengan nilai tetap, dan mengisi dengan statistik (mean, median, mode). Pada tahapan ini cara yang paling efektif tanpa harus menghapus jumlah dari data yang ada yaitu dengan cara mengisi *missing values* dengan nilai yang paling sering muncul yaitu “Stray”.



Gambar 4 Hasil *preprocessing data* pada atribut “Breed”

## Pemilihan Atribut

Adapun atribut yang digunakan pada penelitian ini yaitu “Breed” dan “ SpayNeuter”. Atribut “Breed” adalah jenis ras dari anjing seperti Stray, Dachshund Smooth, Coat, Shih Tzu, dan Bull dog. Atribut “ SpayNeuter” adalah operasi pengangkatan organ reproduksi anjing, dimana nilai True adalah ras anjing yang sudah disterilkan, dan False adalah ras anjing yang tidak diketahui/tidak disterilkan. Alasan pemilihan atribut ini yaitu mengidentifikasi ras umum yang terlibat dalam insiden gigitan anjing dan menilai dampak status sterilisasi.

### Exploratory Data Analysis (EDA)

Gambar 6 EDA 10 Ras anjing yang paling sering terlibat dalam insiden gigitan

Analisis terhadap data insiden gigitan anjing menunjukkan bahwa ras Pit Bull memiliki jumlah kasus tertinggi, diikuti oleh anjing campuran (Mixed/Other) dan Shih Tzu. Hasil ini menunjukkan bahwa ras tertentu memiliki kecenderungan yang lebih tinggi terlibat dalam insiden gigitan.



Gambar 7 EDA 6 Wilayah teratas yang paling sering terlibat dalam insiden gigitan anjing

Analisis terhadap data insiden gigitan anjing menunjukkan bahwa wilayah Queens memiliki jumlah kasus tertinggi, diikuti oleh Manhattan dan Brooklyn. Wilayah Staten Island dan wilayah lainnya memiliki jumlah kasus yang relatif lebih rendah. Hasil ini menunjukkan adanya perbedaan yang signifikan dalam distribusi insiden gigitan anjing di berbagai wilayah.

### Label Encoding

Setelah *preprocessing data* dilakukan pada atribut “Breed” maka akan dilanjutkan ke tahapan *label encoding* atau mengonversi data kategori menjadi numerik. *Label encoding* adalah sebuah teknik dalam pengolahan data yang bertujuan untuk mengubah nilai-nilai dalam kolom kategori menjadi bentuk numerik atau label. Melalui metode ini, semua teks yang berbentuk label diubah menjadi nilai numerik [17]. Hal ini diperlukan karena sebagian besar algoritma *machine learning*, seperti SVM, hanya dapat bekerja dengan data numerik. Nilai pada atribut “Breed” dan “SpayNeuter” akan dikonversi menjadi numerik.

Gambar 5 Proses *label encoding*

* 1. ***Splitting* Data**

*Splitting data* atau pemisahan data dilakukan dengan membagi dataset menjadi dua bagian, yaitu data latih (*training data*) dan data uji (*testing data*) [18]. Data latih digunakan untuk melatih model, sementara data uji berfungsi untuk menguji kinerja model yang telah melalui proses pelatihan. Pemisahan data ini dilakukan dengan beberapa proporsi yaitu 90%:10%, 80%:20%, 70%:30% dan 60%:40% dengan

tujuan untuk membandingkan hasil akurasi terbaik.

## Implementasi Algoritma SVM

Setelah proses *preprocessing data* dilakukan, tahap selanjutnya adalah implementasi algoritma SVM. Pada penelitian ini peneliti tertarik menggunakan algoritma *Support Vector Machine* dikarenakan algoritma ini sangat baik untuk melakukan prediksi karena algoritma ini dapat meminimalkan kesalahan klasifikasi dan penyimpangan data pada data *training*. Algoritma *Support Vector Machine* ini juga dapat melakukan prediksi lebih cepat meskipun dilatih dengan himpunan data yang relatif sedikit [19].

## Evaluasi

Terakhir, proses prediksi dilakukan untuk menganalisis penyakit rabies. Selanjutnya, model dievaluasi menggunakan kinerja, seperti akurasi, presisi, recall, dan F1-score [20]. Evaluasi ini dilakukan untuk mengukur sejauh mana model dapat memprediksi dan menganalisis ras umum yang terlibat dalam insiden gigitan anjing dan menilai dampak dari status sterilisasi.

# HASIL DAN PEMBAHASAN

## Hasil Evaluasi Implementasi Algoritma SVM

Dalam penelitian ini, algoritma yang diterapkan adalah *Support Vector Machine* (SVM) untuk menganalisis penyakit rabies.

Berbagai skenario pembagian data dilakukan untuk mengetahui hasil akurasi terbaik, yaitu 90%:10%, 80%:20%, 70%:30%, dan 60%:40%.

Tujuan dari tahapan ini adalah untuk memastikan bahwa model tersebut dapat bekerja dengan baik dan memenuhi tujuan penelitian. Evaluasi model membantu peneliti memahami sejauh mana model dapat digeneralisasi, serta mengidentifikasi kelebihan dan kekurangan model tersebut.



Gambar 8. Grafik distribusi kelas aktual dan prediksi model svm

Berikut penjelasan dari hasil grafik seperti pada Gambar 8.

1. Kategori "Pit Bull" memiliki 503 data.
2. Kategori "Other" (ras selain Pit Bull) memiliki 497 data.
3. Artinya, dataset ini memiliki jumlah ras yang cukup seimbang antara Pit Bull (50.3%) dan Other (49.7%).
4. 570 hewan tidak disterilisasi (False, ditampilkan sebagai 0 dalam data numerik).
5. 430 hewan telah disterilisasi (True, ditampilkan sebagai 1 dalam data numerik).
6. Ini berarti 57% dari hewan dalam dataset tidak disterilisasi, sedangkan 43% sudah disterilisasi.

Untuk memahami performa klasifikasi lebih lanjut, *confusion matrix* digunakan untuk menggambarkan jumlah prediksi yang benar dan salah pada masing-masing kategori.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 70%:30% | 0.7397 | 0.74 | 1.00 | 0.85 |
| 60%:40% | 0.7412 | 0.74 | 1.00 | 0.85 |

**Gambar 9. Evaluasi model dengan *confusion matrix*

Berikut hasil evaluasi seperti pada Gambar 9.

1. Model SVM yang digunakan dalam penelitian ini mencapai akurasi sebesar 74.26% dengan menggubakan splitting data 80:20.
2. *Precision* = 1.00 menandakan bahwa dari semua kasus yang diprediksi sebagai positif (terinfeksi rabies), seluruhnya benar.
3. *Recall* = 0.74 berarti bahwa dari semua kasus yang seharusnya terdeteksi sebagai positif, model berhasil mengidentifikasi 74% dari mereka.
4. *F1-Score* = 0.85 menunjukkan keseimbangan yang baik antara presisi dan recall.

Setelah memperoleh hasil prediksi, model dievaluasi menggunakan metrik akurasi, *precision, recall*, dan F1-score untuk setiap skenario pembagian data. Tabel 2 menyajikan hasil evaluasi performa model berdasarkan metrik tersebut.

Tabel 2 Hasil akurasi dengan beberapa *splitting data*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Splitting Data | Akurasi | Presisi | Recall | F1-Score |
| 90%:10% | 0.7375 | 0.74 | 1.00 | 0.85 |
| 80%:20% | 0.7432 | 0.74 | 1.00 | 0.85 |

Berdasarkan pada Tabel 2, pengujian yang dilakukan dengan beberapa *splitting data* mendapatkan nilai yang bervariasi. Ini artinya proporsi *splitting data* sangat mempengaruhi nilai dari akurasi. Hasil akurasi tertinggi terdapat pada *splitting data* 80%:20% dengan nilai akurasi 0.7432 atau 74%.

# KESIMPULAN

1. Analisis menunjukkan bahwa ras Pit Bull dan wilayah dengan kepadatan tinggi seperti Queens dan Manhattan memiliki tingkat insiden gigitan anjing yang lebih tinggi. Hal ini mengindikasikan bahwa baik faktor genetik (ras) maupun faktor lingkungan (wilayah) berperan penting dalam kejadian gigitan.
2. Beberapa *splitting data* yang digunaka seperti 90%:10%,

80%:20%, 70%:30% dan 60%:40%

mendapatkan nilai akurasi yang bervariasi. Untuk nilai akurasi tertinggi diperoleh dengan *splitting data* 80%:20% sebesar 0.7432 atau

74%.

1. Hasil evaluasi algoritma *Support Vector Machine* (SVM) menunjukkan bahwa algoritma SVM memiliki kinerja yang sangat baik dan stabil dalam berbagai proporsi *splitting data*. Nilai akurasi, presisi, dan F1-score yang tinggi mengindikasikan bahwa model mampu menggeneralisasi dengan. Khususnya, nilai *recall* yang sempurna menunjukkan bahwa model mampu mengidentifikasi semua kasus positif, yang sangat penting dalam analisis penyakit rabies. Hasil ini menunjukkan potensi SVM untuk digunakan dalam menganalisis penyakit rabies.
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