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Abstrak. Distribusi multi-warehouse menghadapi tantangan berupa
ketidakseimbangan stok, rute yang tidak efisien, dan ketidakpastian
permintaan yang sulit diatasi metode konvensional. Penelitian ini mengatasi
kesenjangan tersebut dengan mengembangkan model optimasi distribusi
adaptif melalui integrasi Reinforcement Learning, analitik Big Data, dan
Monte Carlo Simulation. Pendekatan ini menggunakan desain eksperimental
berbasis simulasi dengan data sintetis yang merepresentasikan jaringan
distribusi berisi 10 gudang, 200 pelanggan, serta pola permintaan stokastik.
Model Deep Q-Network dikembangkan untuk menghasilkan kebijakan
distribusi adaptif, sedangkan Big Data diproses menggunakan Spark
Streaming guna mensimulasikan pembaruan permintaan secara real-time.
Evaluasi menggunakan 1.000 skenario Monte Carlo menunjukkan bahwa
: . model mampu mempertahankan efisiensi distribusi tinggi, akurasi prediksi
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Abstract. Multi-warehouse distribution faces persistent challenges such as
stock imbalance, inefficient routing, and demand uncertainty that are difficult
to address using conventional methods. This study develops an adaptive
optimization model that integrates Reinforcement Learning, Big Data
analytics, and Monte Carlo simulation to overcome these limitations. A
simulation-based experimental design is employed using synthetic data
representing a network of 10 warehouses, 200 customers, and stochastic
demand patterns. A Deep Q-Network model is constructed to generate
adaptive distribution policies, while Spark Streaming is used to simulate real-
time demand updates. Evaluation across 1,000 Monte Carlo scenarios shows
that the model maintains high distribution efficiency, improves demand
prediction accuracy, and achieves more stable on-time delivery compared to
static routing approaches. These findings demonstrate that integrating RL,
Big Data, and stochastic simulation enhances system resilience under
dynamic operational conditions. Theoretically, the study contributes to
logistics and RL research by emphasizing the importance of Big-Data-driven
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state representation and probabilistic validation. Practically, the model offers
potential for adoption by logistics companies seeking to improve cost
efficiency, service quality, and operational adaptability. Overall, the study
highlights the effectiveness of combining RL, Big Data, and Monte Carlo
simulation as a computational approach for optimizing multi-warehouse

distribution systems.

1. PENDAHULUAN

Industri  logistik modern menghadapi
tekanan  yang semakin  besar  untuk
meningkatkan efisiensi distribusi  seiring
dengan bertambahnya skala operasi dan
kompleksitas sistem multi-warehouse.
Pengelolaan logistik yang efektif memainkan
peran kunci dalam mengoptimalkan proses
distribusi, di mana teknologi pelacakan,
optimasi rute, dan manajemen persediaan
terbukti meningkatkan efisiensi operasional [1].
Perkembangan menuju kecerdasan digital dan
model logistik inovatif semakin penting untuk
memenuhi  tuntutan konsumen terhadap
kecepatan dan kualitas layanan, terutama ketika
metode tradisional tidak lagi memadai [2].
Transformasi gudang menjadi pusat multifungsi
yang mendukung just-in-time delivery dan
kebutuhan e-commerce juga menegaskan
pentingnya manajemen gudang strategis dalam
menekan biaya dan meningkatkan level layanan
[3]. Selain itu, model optimasi tingkat lanjut
seperti  double-layer optimization berbasis
particle swarm optimization terbukti mampu
mengidentifikasi strategi distribusi optimal dan
lokasi gudang yang efisien [4].

Selaras dengan dinamika tersebut, integrasi
big data dan kecerdasan buatan, khususnya
reinforcement learning (RL), menjadi tren
utama dalam optimasi distribusi dan operasi
pergudangan. Penerapan sistem berbasis Al
terbukti meningkatkan efisiensi dan utilisasi
ruang, menurunkan cycle time sebesar 15%-—
45%, serta meningkatkan akurasi pesanan
hingga lebih dari 98% [5]. Reinforcement
learning melalui lingkungan simulatif seperti
Storehouse menyediakan mekanisme otomasi
dan adaptasi yang lebih unggul dibanding
metode tradisional [6]. Selain itu, berbagai
penerapan Al  dalam  logistik  telah
meningkatkan akurasi inventori, menurunkan
biaya operasional, dan memodernisasi praktik
manajemen gudang [7]. Dengan demikian,
konvergensi teknologi ini menjadi landasan
kuat bagi inovasi optimasi rantai pasok berbasis
kecerdasan.
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Namun, pengelolaan distribusi dalam sistem
multi-warehouse tetap menghadapi sejumlah
tantangan yang signifikan. Biaya tinggi, waktu
tunggu panjang, dan penempatan stok yang
tidak optimal menjadi masalah utama yang
memengaruhi  efisiensi  keseluruhan  [8].
Ketidakseimbangan stok dapat meningkatkan
biaya transportasi dan menurunkan kepuasan
pelanggan akibat keterlambatan pengiriman.
Berbagai algoritma dan heuristik telah
dikembangkan untuk meminimalkan biaya
inventori sambil memenuhi batasan layanan [9],
sementara kompleksitas proses order picking
menuntut teknik pemodelan canggih untuk
meningkatkan efisiensinya [10]. Optimasi
jumlah dan lokasi gudang serta rute pengiriman
juga menjadi faktor penting dalam menekan
biaya logistik dan meningkatkan level layanan.
Kompleksitas ini menegaskan kebutuhan akan
pendekatan yang lebih terintegrasi dan adaptif.

Meskipun RL telah menunjukkan potensi
dalam mengoptimalkan kebijakan inventori di
tengah permintaan stokastik dan ketidakpastian
lead time, hanya sedikit studi yang
mengombinasikan RL, big data, dan simulasi
Monte Carlo secara simultan dalam model
distribusi ~ multi-warehouse  [11], [12].
Tantangan komputasi pada jaringan besar
dengan variasi produk tinggi telah mendorong
pengembangan metode simulasi aproksimatif,
tetapi pendekatan tersebut belum sepenuhnya
memadukan RL dengan teknik optimasi dan
kerangka simulasi yang kokoh [13]. Lebih jauh,
banyak pendekatan masih berfokus pada
peningkatan  ketersediaan  produk  dan
pengurangan limbah tanpa memanfaatkan big
data analytics secara penuh untuk pengambilan
keputusan dalam kondisi yang tidak pasti [14].
Hal ini menunjukkan adanya research gap yang
signifikan dalam integrasi menyeluruh antara
RL, big data, dan Monte Carlo dalam konteks
multi-warehouse.

Beberapa penelitian mendukung potensi
integrasi tersebut. Lingkungan Storehouse
menunjukkan bahwa RL dapat digunakan untuk
mengotomasi dan mengadaptasi  proses



JITET (Jurnal Informatika dan Teknik Elektro Terapan) pISSN: 2303-0577 eISSN: 2830-7062

Edi dkk

manajemen gudang dengan lebih efektif [6],
sementara kombinasi RL dan simulasi multi-
agent mampu mengelola kompleksitas rantai
pasok serta memaksimalkan ketersediaan
produk [14]. Penggunaan Monte Carlo dalam
sistem robot logistik menunjukkan keunggulan
RL dalam pengambilan keputusan real-time
[15]. Pada tingkat sistem, RL juga terbukti
meningkatkan performa Intelligent Warehouse
Management  Systems (IWMS)  dengan
dukungan model fuzzy clustering dan prediksi
big data [16]. Integrasi optimasi dan simulasi
juga diperlukan untuk meningkatkan kualitas
keputusan strategis dalam rantai pasok [17],
sementara simulasi Monte Carlo telah
membuktikan efektivitasnya dalam mengurangi
biaya inventori [18].

Kontribusi penelitian ini selaras dengan
temuan sebelumnya yang menunjukkan
efektivitas RL dalam optimasi multi-warehouse
melalui algoritma seperti Deep Q-Network dan
Advantage Actor-Critic [19], [20]. Validasi
kinerja berbasis Monte Carlo juga telah
digunakan untuk membuktikan peningkatan
efisiensi distribusi dan penghematan biaya [21],
[22]. Oleh karena itu, pengembangan model
distribusi adaptif multi-warehouse berbasis RL,
big data, dan evaluasi Monte Carlo memiliki
dasar teoritis yang kuat dan berpotensi
memberikan kontribusi signifikan.

Berdasarkan kesenjangan penelitian
tersebut, studi ini bertujuan mengembangkan
dan mengevaluasi model optimasi distribusi
multi-warehouse melalui integrasi
reinforcement learning, big data analytics, dan
simulasi Monte Carlo untuk menghasilkan
strategi distribusi yang adaptif, efisien, dan
tahan terhadap ketidakpastian operasional.

2. TINJAUAN PUSTAKA
2.1. Sistem Distribusi Multi-Warehouse
Sistem distribusi multi-warehouse
merupakan konfigurasi rantai pasok yang
melibatkan beberapa gudang yang berfungsi
sebagai node penyimpanan dan pemenuhan
pesanan yang saling terhubung. Kompleksitas
sistem ini timbul akibat variasi permintaan,
ketidakseimbangan stok, dan ketergantungan
pada rute transportasi yang dinamis, sehingga
diperlukan strategi optimasi yang mampu
menurunkan  biaya dan  meningkatkan
kecepatan layanan [8], [9]. Penelitian terbaru
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menekankan bahwa efisiensi multi-warehouse
sangat dipengaruhi oleh strategi alokasi stok,
penentuan rute distribusi, dan desain jaringan
logistik yang responsif terhadap fluktuasi
permintaan [10]. Dalam konteks e-commerce
modern, gudang juga berperan sebagai pusat
pemenuhan just-in-time, sehingga memerlukan
pendekatan adaptif untuk mengantisipasi
perubahan pola permintaan yang cepat [3].

2.2. Big Data Analytics dalam Distribusi

Logistik

Big Data memberikan kemampuan untuk
memproses volume data logistik yang besar,
beragam, dan berkecepatan tinggi sehingga
mendukung pengambilan keputusan secara
real-time. Dalam konteks distribusi multi-
warehouse, Big Data digunakan untuk
memprediksi permintaan, memantau kapasitas
gudang, serta mendukung deteksi anomali
operasional melalui integrasi data IoT dan
streaming analytics [2]. Teknologi seperti
Apache Spark Streaming memungkinkan
pemrosesan data permintaan secara kontinu
sehingga model optimasi dapat menyesuaikan
keputusan berdasarkan kondisi aktual jaringan
distribusi. Penelitian empiris menunjukkan
bahwa penggunaan Big Data mampu
meningkatkan akurasi peramalan kebutuhan
stok serta menurunkan risiko stockout dan
overstock pada sistem multi-gudang [5].

2.3. Reinforcement Learning untuk Optimasi
Logistik

Reinforcement Learning (RL) merupakan
pendekatan pembelajaran mesin  berbasis
interaksi agen dengan lingkungan melalui
mekanisme state, action, dan reward. Dalam
bidang logistik, RL digunakan untuk
mempelajari kebijakan optimal dalam alokasi

stok, pemilihan rute, serta penjadwalan
distribusi  secara  adaptif di = bawah
ketidakpastian permintaan [6]. Algoritma

seperti Deep Q-Network (DQN) dan Actor—
Critic terbukti efektif dalam mengelola sistem
inventori multiechelon serta mengoptimalkan
pengambilan keputusan pada jaringan logistik
berskala besar [19], [20]. Selain itu, RL
memungkinkan pembelajaran kebijakan yang
lebih generalizable dibandingkan model statis
tradisional sehingga dapat mengatasi dinamika
operasional yang kompleks dalam sistem multi-
warehouse.
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2.4. Monte Carlo Simulation dalam Evaluasi
Sistem Logistik

Simulasi Monte Carlo digunakan untuk
mengevaluasi performa sistem di bawah
ketidakpastian dengan menjalankan berbagai
skenario  acak  berdasarkan  distribusi
probabilistik. Dalam konteks logistik, metode
ini efektif untuk memodelkan variabilitas
permintaan, ketidakpastian biaya transportasi,
dan gangguan rantai pasok [18]. Penelitian
sebelumnya menunjukkan bahwa Monte Carlo
dapat meningkatkan kualitas analisis risiko dan
mendukung pengambilan keputusan strategis
dengan memberikan gambaran distribusi
performa sistem pada berbagai kondisi [15],
[17]. Namun demikian, sebagian penelitian
masih menggunakan simulasi ini secara
terpisah dari model optimasi dan belum
mengombinasikannya dengan algoritma RL
maupun analitik Big Data secara terpadu.

2.5. Research Gap

Berdasarkan literatur, dapat disimpulkan
bahwa meskipun banyak penelitian yang
menerapkan RL, Big Data, atau Monte Carlo
untuk optimasi logistik, sangat sedikit studi
yang mengintegrasikan ketiga pendekatan
secara simultan dalam konteks distribusi multi-
warehouse. Mayoritas penelitian berfokus pada
satu aspek, seperti optimasi inventori
menggunakan RL atau prediksi permintaan
menggunakan Big Data, tanpa menyediakan
mekanisme evaluasi stokastik yang
komprehensif. Oleh karena itu, dibutuhkan
model terintegrasi yang mampu menghasilkan
kebijakan distribusi adaptif berbasis RL dengan
dukungan prediksi Big Data sekaligus
divalidasi menggunakan simulasi Monte Carlo
untuk meningkatkan ketahanan dan efisiensi
sistem.

3. METODE PENELITIAN

3.1. Research Design

Penelitian  ini  menggunakan  desain
eksperimental berbasis computational
simulation yang mengintegrasikan

Reinforcement Learning (RL), Big Data
Analytics, dan Monte Carlo Simulation dalam
proses optimasi distribusi multi-warehouse.
Model dikembangkan dalam bentuk agent-
based reinforcement learning environment, di
mana agen bertindak sebagai pengambil
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keputusan adaptif terkait alokasi stok,
pemilihan rute distribusi, dan penjadwalan
pengiriman. Pendekatan ini dipilih untuk
menganalisis dinamika sistem distribusi secara
terkontrol dan terukur tanpa memerlukan
pengumpulan data primer, sehingga seluruh
eksperimen dapat direplikasi melalui dataset
publik atau data sintetis. Kerangka penelitian
mencakup tiga tahap utama: (1) pemodelan
lingkungan distribusi multi-warehouse, (2)
pelatihan model RL menggunakan data besar,
dan  (3) evaluasi  ketahanan  model
menggunakan simulasi Monte Carlo di bawah
kondisi ketidakpastian operasional.

3.2. Data Source and Preparation

Penelitian ini menggunakan data sintetis
terstruktur yang dirancang mengikuti pola
dataset publik pada bidang logistik dan
manajemen rantai pasok, seperti UCI Machine
Learning Repository dan Operations Research
public datasets. Data mencakup empat
kelompok variabel:

1. Permintaan pelanggan (200 pelanggan
aktif), dibangkitkan menggunakan
distribusi Poisson dan Gaussian ramp-up
untuk mensimulasikan pola permintaan
harian dan musiman.

2. Kapasitas gudang (10 gudang), termasuk
batas penyimpanan, biaya penyimpanan,
dan tingkat pengisian ulang.

3. Biaya transportasi untuk setiap rute antar
gudang dan pelanggan, dimodelkan
menggunakan nilai dasar dari literatur
logistik dan kemudian divariasikan melalui
simulasi Monte Carlo.

4. Parameter ketidakpastian, seperti fluktuasi
permintaan, kenaikan biaya bahan bakar,
dan gangguan rute.

Preprocessing dilakukan melalui tiga tahap:
1. Normalisasi variabel permintaan dan

kapasitas untuk menjaga stabilitas
pelatihan RL.
2. Imputasi nilai hilang menggunakan

metode k-Nearest Neighbors (KNN) untuk
memastikan integritas dataset sintetis.

3. Transformasi data streaming, yaitu
pembaruan data permintaan setiap
enam jam melalui Spark Streaming
untuk  mensimulasikan skenario
operasional real-time.
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3.3. Simulation Setup and Model
Development
3.3.1. Big Data Processing Framework
Pemrosesan data dilakukan menggunakan
Apache Spark 3.x untuk mendukung analisis
berskala besar dan streaming updates. Spark
Streaming digunakan untuk mensimulasikan
arus permintaan dinamis dengan batch interval
30 detik, sementara Hadoop HDFS digunakan
sebagai penyimpanan terdistribusi. Arsitektur
ini memungkinkan model menerima pembaruan
kondisi sistem secara berkelanjutan sehingga
mendukung pengambilan keputusan adaptif
oleh agen RL.

3.3.2. Reinforcement Learning Model

Model Reinforcement Learning yang
dikembangkan merupakan varian Deep Q-
Network (DQN), dipilih karena kemampuannya
menangani ruang keadaan multidimensional
pada sistem  multi-warehouse.  Struktur
komponen RL dalam penelitian ini terdiri dari:

o State (S): tingkat stok gudang, permintaan
pelanggan, jarak dan biaya rute, kapasitas
kendaraan, dan waktu pengiriman.

e Action (A): alokasi stok antar gudang,
pemilihan rute distribusi, dan penjadwalan
pengiriman.

e Reward (R): kombinasi dari penghematan
biaya distribusi, peningkatan ketepatan

waktu  pengiriman, dan  minimasi
ketidakseimbangan stok.

e Transition Function: dimodelkan
berdasarkan = perubahan  stok  dan

permintaan pada setiap langkah simulasi.

Model DQN dilatih menggunakan PyTorch
2.x dengan parameter utama:

e Learning rate = 0.001

Discount factor (y) = 0.95

Replay buffer size = 50.000

Batch size = 64

Epsilon decay = 0.9995

Training episodes = 5.000 episode,

masing-masing 200 decision steps.
Environmen simulasi dikembangkan
menggunakan Python 3.11 dengan dukungan
modul Gymnasium untuk mengelola interaksi
agen-lingkungan.

3.3.3. Monte Carlo Simulation

Simulasi Monte Carlo digunakan sebagai
mekanisme evaluasi untuk menguji robusta
model RL terhadap ketidakpastian. Sebanyak
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1.000 skenario Monte Carlo dijalankan,
masing-masing memodifikasi kondisi
operasional sebagai berikut:

e Fluktuasi permintaan pelanggan: £30%

e Variasi biaya transportasi dan bahan

bakar: 10-25%

¢ Penurunan kapasitas gudang: 5-20%

e Gangguan rute: penambahan jarak 5-15%

e Perubahan SLA pengiriman: £10%

Setiap skenario dieksekusi hingga model
mencapai konvergensi atau hingga batas 500
iterasi simulasi untuk memastikan evaluasi
stabil.

3.4.  Evaluation Metrics

Evaluasi model dilakukan menggunakan

empat kelompok metrik utama:

1. Efisiensi  Distribusi  (%): Persentase
penghematan biaya distribusi dibanding
baseline metode konvensional berbasis
static routing atau Traveling Salesman
Problem (TSP).

2. Akurasi  Prediksi Permintaan (%):
Dihitung menggunakan Mean Absolute
Percentage  Error (MAPE)  untuk
mengukur ketepatan model Big Data
dalam memprediksi permintaan simulatif.

3.0n-Time Delivery Rate:  Proporsi
pengiriman yang memenuhi Service Level
Agreement (SLA) dalam simulasi.

4. Robustness Score (Monte Carlo Mean
Efficiency): Rata-rata efisiensi model pada
seluruh 1.000 skenario Monte Carlo
sebagai indikator ketahanan operasional.

Seluruh evaluasi dilakukan menggunakan

Python (NumPy, Pandas) dan visualisasi
performa dibuat menggunakan Matplotlib.

3.5. Reprodicibility and Implementation
Notes
Seluruh  eksperimen  dijalankan pada
lingkungan komputasi Python dengan GPU
NVIDIA RTX-series, mencakup library
PyTorch, NumPy, Pandas, Apache Spark, dan
Gymnasium. Parameter simulasi, distribusi
probabilistik, serta struktur arsitektur model
dicantumkan secara eksplisit untuk memastikan
penelitian dapat direplikasi secara penuh oleh
peneliti lain tanpa ketergantungan pada data
lapangan.

4. HASIL DAN PEMBAHASAN
4.1. Hasil
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Penelitian ini menghasilkan model distribusi
multi-warehouse berbasis integrasi
Reinforcement Learning (RL), Big Data
Analytics, dan Simulasi Monte Carlo dengan
kinerja  yang  konsisten lebih  tinggi
dibandingkan metode konvensional berbasis
static routing. Model diuji melalui 5.000
episode pelatihan RL dan 1.000 skenario Monte
Carlo yang  merepresentasikan  variasi
permintaan, biaya transportasi, kapasitas
gudang, serta gangguan rute.

4.1.1. Model Performance Summary

Hasil eksperimen menunjukkan bahwa
model integratif mampu mencapai peningkatan
signifikan pada empat indikator utama yang
dievaluasi. Ringkasan performa dapat dilihat
pada Table 1.

Tabel 1. Model Performance Matrik

a* b* c*

Efisiensi Distribusi (%) 72.0 88.0
Akurasi Preduksi 80.1 93.6
Permintaan (%)

On-Time Delivery Rate (%) 74.5 91.2
Robustness Monte Carlo (%) | 72.0 88.0
Waktu Respons Sistem 1.8 0.12
(detik)

*) a. Parameter Evaluasi; b. Metode Konvensional; c.
Model Integratif (RL + Big Data + Monte Carlo)

Hasil pada Tabel 1 menunjukkan bahwa
model integratif mengungguli metode
konvensional pada seluruh metrik evaluasi.
Efisiensi distribusi meningkat dari 72%
menjadi 88%, sementara akurasi prediksi
permintaan meningkat sebesar 13,5 poin
persentase. Kecepatan respons sistem juga
meningkat drastis, sehingga model mampu
memperbarui kebijakan distribusi dalam waktu
0,12 detik per pembaruan.

4.1.2. Simulated
Accuracy
Untuk mengukur efektivitas komponen Big
Data, diuji akurasi prediksi permintaan pada
data sintetis berdasarkan pola Poisson seasonal
demand. Kurva perbandingan hasil prediksi dan
nilai aktual ditunjukkan pada Gambar 1.

Demand Prediction
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Gambar 1. Kurva Akurasi Prediksi Permintaan

Kurva  menunjukkan  bahwa  model
memperoleh pola prediksi yang sangat
mendekati variabilitas permintaan aktual,

dengan nilai Mean Absolute Percentage Error
(MAPE) < 7%.

4.1.3. Reinforcement Learning Convergence
Behavior
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Gambar 2. RL Training Convergence Curve

Kurva konvergensi menunjukkan bahwa
model DQN mulai mencapai kestabilan pada
sekitar episode ke-3.200 dengan fluktuasi
minimal, mengindikasikan bahwa kebijakan
distribusi optimal telah terbentuk.

4.1.4. Monte Carlo Robustness Test

Pada 1.000 skenario Monte Carlo, model
mempertahankan performa efisiensi distribusi
rata-rata 88% meskipun parameter diuji dengan
ketidakpastian seperti fluktuasi permintaan
+30% dan gangguan rute 5-15%. Distribusi
probabilitas  performa ditampilkan pada
Gambar 3.
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Gambar 3. Distribusi probabilitas performa

Sebagian besar nilai performa berada pada
rentang 85-90%, menunjukkan bahwa model
memiliki ketahanan yang kuat terhadap variasi
kondisi operasional.

4.2.1. Key Findings

Hasil penelitian ini menunjukkan bahwa
integrasi Reinforcement Learning, Big Data
Analytics, dan Monte Carlo Simulation
memberikan peningkatan signifikan dalam
optimasi distribusi multi-warehouse.
Peningkatan efisiensi distribusi sebesar 16 poin
persentase dan peningkatan akurasi prediksi
permintaan menunjukkan bahwa model ini
dapat mengatasi tantangan utama dalam
pengelolaan logistik, yaitu ketidaksesuaian
stok, rute tidak optimal, dan biaya operasional
tinggi. Tingginya on-time delivery rate
menunjukkan bahwa model mampu secara
adaptif menyesuaikan kebijakan keputusan
terhadap perubahan permintaan dan kapasitas
gudang.

4.2.2. Comparison with Previous Studies
Temuan penelitian ini konsisten dengan
hasil studi Cestero et al. (2022)[6] yang
menunjukkan bahwa RL memungkinkan
pengambilan  keputusan  adaptif = dalam
lingkungan pergudangan dinamis. Selain itu,
peningkatan akurasi prediksi permintaan yang
diperoleh sejalan dengan hasil penelitian dalam
bidang Al for warehouse systems yang
melaporkan peningkatan akurasi hingga 98%
melalui integrasi big data dan analitik cerdas.
Hasil robustness yang diperoleh melalui
simulasi Monte Carlo juga mendukung
penelitian [15], yang menunjukkan bahwa
kombinasi RL dan simulasi stokastik dapat
meningkatkan ketahanan sistem logistik
terhadap ketidakpastian operasional. Pada
tingkat rantai pasok, penelitian Barat et al.
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(2020) [14] juga mengindikasikan bahwa
sistem multi-agent RL dapat meningkatkan
ketersediaan produk dan mengurangi limbah.
Dengan demikian, penelitian ini mendukung
temuan terdahulu sekaligus memperluasnya
dengan mengintegrasikan ketiga pendekatan
secara simultan, sesuatu yang belum banyak
dilakukan dalam literatur [11], [13].

4.2.3. Theoritical Implications

Temuan penelitian ini  memberikan
kontribusi teoretis dalam tiga aspek. Pertama,
penelitian memperkuat teori bahwa RL efektif
dalam mengoptimalkan kebijakan distribusi di
bawah ketidakpastian dinamika permintaan.
Kedua, temuan menunjukkan bahwa integrasi

Big Data  dapat memperbaiki  state
representation RL sehingga proses
pembelajaran lebih stabil dan akurat. Ketiga,
penggunaan Monte Carlo memperkaya

pendekatan evaluatif dalam penelitian RL
berbasis logistik dengan memvalidasi model

dalam berbagai skenario ekstrem, sebuah
kontribusi penting dalam teori stochastic
optimization.

4.2.4. Practical/Managerial Implications

Secara  praktis, model ini  dapat
diimplementasikan oleh perusahaan logistik
dan e-commerce untuk mengurangi biaya
operasional, meningkatkan ketepatan waktu
pengiriman, serta menurunkan risiko kehabisan
stok. Perusahaan dapat mengintegrasikan
model ini ke dalam Warehouse Management
System (WMS) dan Transportation
Management System (TMS) untuk
mempercepat pengambilan keputusan berbasis
data. Selain itu, kemampuan model menghadapi
skenario ketidakpastian membuatnya sangat
relevan untuk digunakan dalam situasi pasar
fluktuatif, seperti saat terjadi lonjakan
permintaan musiman atau gangguan rantai
pasok global.

4.3. Closing Paragraph

Secara  keseluruhan,  penelitian  ini
menunjukkan bahwa integrasi Reinforcement
Learning, Big Data Analytics, dan Simulasi
Monte Carlo mampu menghasilkan model
distribusi multi-warehouse yang adaptif,
efisien, dan tangguh. Temuan ini memberikan
dasar ilmiah yang kuat untuk implementasi
sistem distribusi berbasis kecerdasan buatan
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yang mampu menghadapi dinamika permintaan
dan ketidakpastian operasional, sekaligus
membuka peluang penelitian lanjutan terkait
pengembangan model multi-agen atau optimasi
multi-objective di masa mendatang.

5. KESIMPULAN

Penelitian ini bertujuan mengembangkan
model optimasi distribusi multi-warehouse
melalui integrasi Reinforcement Learning (RL),
Big Data Analytics, dan Monte Carlo
Simulation dalam sebuah kerangka eksperimen
berbasis simulasi. Hasil penelitian
menunjukkan bahwa pendekatan integratif ini
mampu meningkatkan efisiensi distribusi,
akurasi prediksi permintaan, ketepatan waktu
pengiriman, dan ketahanan sistem terhadap
ketidakpastian  operasional. Temuan ini
konsisten dengan tujuan awal penelitian, yaitu
menghasilkan model distribusi adaptif yang
mampu menangani dinamika permintaan dan
kompleksitas jaringan multi-warehouse tanpa
bergantung pada data lapangan.

Secara teoretis, penelitian ini memperkuat
literatur mengenai penerapan RL dalam
manajemen  logistik, khususnya dengan
menunjukkan bahwa kombinasi RL, big data,
dan simulasi stokastik mampu membentuk
kebijakan distribusi yang lebih stabil dan efektif
dalam lingkungan yang tidak pasti. Integrasi
komponen big data juga memberikan kontribusi
terhadap peningkatan kualitas state
representation dalam RL, yang berimplikasi
pada konvergensi model yang lebih cepat dan
robust. Dari perspektif praktis, model ini
menawarkan ~ pendekatan  yang  dapat
diimplementasikan dalam sistem manajemen
gudang atau platform logistik berbasis data
untuk membantu perusahaan menekan biaya
operasional, meningkatkan layanan
pengiriman, dan memitigasi risiko terkait
fluktuasi permintaan, gangguan pasokan,
maupun perubahan biaya transportasi.

Penelitian  ini  mengakui  beberapa
keterbatasan, terutama terkait penggunaan data
sintetis yang belum sepenuhnya
merepresentasikan kompleksitas data
operasional pada konteks industri. Selain itu,
model distribusi yang digunakan masih
mengasumsikan struktur jaringan yang statis
dan belum mempertimbangkan koordinasi
multi-agen yang lebih realistis. Meskipun
simulasi Monte Carlo telah menangkap
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berbagai  bentuk  ketidakpastian, variasi
skenario masih terbatas pada parameter yang
telah ditentukan.

Arah penelitian selanjutnya dapat mencakup
integrasi data operasional nyata dari perusahaan
logistik untuk meningkatkan realisme model,
pengembangan pendekatan multi-agen berbasis
Actor-Critic atau Proximal Policy Optimization
(PPO), serta eksplorasi optimasi multi-objektif
yang mempertimbangkan aspek biaya, waktu,
dan keberlanjutan secara simultan. Selain itu,
perluasan cakupan simulasi untuk mencakup
gangguan rantai pasok berskala besar, seperti
bencana alam atau volatilitas pasar global,
dapat meningkatkan generalisasi model.

Dengan demikian, penelitian ini
memberikan  kontribusi  signifikan  bagi
pengembangan sistem distribusi cerdas yang
adaptif, efisien, dan tangguh dalam menghadapi
dinamika dan ketidakpastian operasional pada
jaringan multi-warehouse.
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