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Abstrak. Tagar #IndonesiaGelap di platform X mencerminkan keresahan 

masyarakat terhadap dinamika sosial-politik Indonesia. Tingginya volume 

data tweet terkait tagar ini menghadirkan tantangan praktis dalam 

pengembangan model klasifikasi teks. Kendala utama terletak pada proses 

pelabelan data untuk supervised learning, di mana pelabelan manual pada 

dataset berskala besar menjadi tidak efisien dan memakan waktu lama. 

Penelitian ini bertujuan untuk mengembangkan model klasifikasi teks 

sekaligus menyelesaikan permasalahan efisiensi pelabelan tersebut melalui 

pendekatan otomatis. Metode yang diusulkan mengintegrasikan Latent 

Dirichlet Allocation (LDA) sebagai generator label otomatis (automated 

labeling) dan Support Vector Machine (SVM) sebagai pengklasifikasi. LDA 

digunakan untuk mengekstraksi struktur topik tersembunyi yang kemudian 

dikonversi menjadi label kategori untuk data latih. Hasil eksperimen 

menunjukkan bahwa LDA berhasil membentuk 6 label topik yang koheren. 

Model SVM yang dilatih menggunakan data berlabel otomatis ini, melalui 

optimasi hyperparameter Kernel RBF, mampu mencapai akurasi sebesar 

88,05%. Penelitian ini membuktikan bahwa integrasi LDA dan SVM 

merupakan solusi strategis untuk mengatasi hambatan pelabelan data, 

memungkinkan pembangunan model klasifikasi yang akurat pada data media 

sosial berskala besar tanpa memerlukan intervensi manual.  

Abstract. The #IndonesiaGelap hashtag on the X platform reflects public 

unrest regarding Indonesia's socio-political dynamics. The high volume of 

tweets regarding this hastag presents practical challenges in developing text 

classification models. The primary obstacle lies in the data labeling process 

for supervised learning, where manual labeling on large-scale datasets is 

inefficient and time-consuming. This study aims to develop a text classification 

model while solving the labeling efficiency problem through an automated 

approach. The proposed method integrates Latent Dirichlet Allocation (LDA) 

as an automated label generator and Support Vector Machine (SVM) as a 

classifier. LDA is utilized to extract hidden topic structures, which are then 

converted into category labels for training data. Experimental results show 

that LDA successfully formed 6 coherent topic labels. The SVM model trained 

using this automatically labeled data, through RBF Kernel hyperparameter 

optimization, achieved an accuracy of 88.05%. This study demonstrates that 

the integration of LDA and SVM is a strategic solution to overcome data 

labeling bottlenecks, enabling the construction of accurate classification 

models on massive social media data without the need for manual 

intervention. 
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1. PENDAHULUAN  

Pada awal tahun 2025, “IndonesiaGelap” 

mencuat sebagai isu yang ramai 

diperbincangkan di platform X [1]. Ramai 

dibicarakan dalam kurun waktu hampir enam 

bulan, “#IndonesiaGelap” tidak hanya menjadi 

trending, tetapi juga berubah menjadi simbol 

dari keresahan kolektif masyarakat terhadap 

kondisi sosial-politik nasional, mencakup kritik 

terhadap militerisasi sipil, ketimpangan 

ekonomi, kemunduran demokrasi, serta 

ketidakpuasan terhadap kinerja pemerintahan 

yang baru menjabat [2]. Mengingat sifatnya 

yang telah menjadi wadah kritik yang persisten, 

besar kemungkinan isu ini akan terus 

diperbincangkan seiring dengan dinamika 

pemerintahan kedepannya. Oleh karena itu, 

terdapat urgensi untuk memahami struktur isu 

ini secara mendalam melalui pengelompokan 

atau klasifikasi tweet agar pergeseran fokus 

kritik publik dapat dipantau secara cepat dan 

akurat. 

Keberhasilan klasifikasi tweet pada platform 

X (sebelumnya Twitter) telah teruji dari 

berbagai eksperimen dengan tujuan penelitian 

yang beragam, mulai dari ranah hukum hingga 

analisis sosial. Metode klasifikasi teks terbukti 

mampu mengidentifikasi konten sensitif seperti 

dugaan pencemaran nama baik, yang krusial 

dalam pemantauan pelanggaran hukum di 

media sosial [3]. Selain itu, pendekatan ini juga 

efektif dalam memetakan percakapan publik 

dengan cara mengelompokkan tweet ke dalam 

berbagai kategori topik sosial [4]. Lebih jauh, 

klasifikasi teks juga diterapkan untuk 

mendeteksi penyebaran berita bohong atau 

hoax [5], dan menganalisis sentimen 

masyarakat terhadap suatu isu, sehingga 

hasilnya dapat dimanfaatkan sebagai bahan 

pertimbangan dalam perumusan kebijakan yang 

lebih tepat sasaran [6]. Studi komparasi 

terhadap berbagai algoritma juga menegaskan 

bahwa dengan penanganan yang tepat, data 

tweet yang tidak terstruktur dapat diolah 

menjadi informasi yang akurat dan terorganisir 

[7]. 

Namun, penerapan metode klasifikasi pada 

data dari media sosial seperti isu 

#IndonesiaGelap menghadapi kendala praktis. 

Dalam pengembangan model klasifikasi teks, 

data yang akan digunakan tentunya harus 

dilabelkan terlebih dahulu karena klasifikasi 

teks bersifat supervised learning [8]. Namun, 

volume tweet yang sangat besar membuat 

pelabelan data yang biasanya dilakukan secara 

manual menjadi mustahil untuk dilakukan 

secara efisien, karena menganotasi puluhan ribu 

tweet satu per satu akan memakan waktu yang 

sangat lama. Permasalahan inilah yang 

menghambat pada saat pengembangan model 

klasifikasi, sehingga diperlukan sebuah 

pendekatan otomatis untuk melabeli data 

tersebut. 

Sebagai solusi atas hambatan efisiensi 

tersebut, pendekatan unsupervised learning 

melalui pemodelan topik (topic modeling) 

menjadi alternatif yang strategis. Secara 

khusus, metode Latent Dirichlet Allocation 

(LDA) dapat dimanfaatkan untuk 

mengekstraksi struktur topik tersembunyi dari 

ribuan tweet secara otomatis tanpa memerlukan 

intervensi manual [9]. Distribusi topik yang 

dihasilkan oleh LDA kemudian dapat 

dikonversi menjadi label kategori (automated 

labeling), yang berfungsi sebagai data latih 

yang siap pakai. Penelitian sebelumnya 

menunjukkan bahwa dengan pendekatan yang 

tepat, LDA mampu menghasilkan topik-topik 

yang koheren dan mudah diinterpretasikan, 

bahkan pada data media sosial yang penuh 

variasi [10]. 

Dengan tersedianya data yang telah terlabeli 

melalui proses pemodelan topik ini, 

pengembangan model klasifikasi dapat 

dilanjutkan ke tahap pembangunan sistem 

prediksi otomatis (text classification). Dalam 

konteks pengolahan data teks yang kompleks, 

klasifikasi berfungsi untuk memetakan 

dokumen input ke dalam kategori kelas yang 

spesifik berdasarkan pola fitur yang dimilikinya 

[11]. Dengan karakteristik dataset yang 

berdimensi tinggi (high-dimensional space), 

maka akan digunakan Support Vector Machine 

(SVM) sebagai algoritma metode utama dalam 

penelitian ini. Hal ini didasarkan pada prinsip 

kerja SVM yang berfokus pada penemuan 

hyperplane pemisah optimal (optimal 

separating hyperplane) untuk memaksimalkan 

margin antar kelas [12]. Oleh karena itu SVM 

sering digunakan pada penelitian yang 

menggunakan data platform X (Twitter) dalam 

berbagai studi empiris dengan fokus 

permasalahan yang beragam, misalnya pada 

analisis sentimen terhadap isu politik dan tokoh 

publik, di mana SVM terbukti mampu 

memetakan opini masyarakat terkait isu 
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pemecatan pejabat negara dengan akurasi 

mencapai 95,13% [13].  Fleksibilitas algoritma 

ini semakin terlihat dalam kemampuannya 

menangani masalah sosial, seperti deteksi 

kalimat perundungan (cyberbullying) [14], 

hingga analisis psikologis yang lebih kompleks 

melalui klasifikasi delapan jenis emosi 

pengguna yang dikombinasikan dengan fitur 

FastText [15]. 

Seiring dengan meningkatnya kebutuhan 

akan efisiensi dalam analisis data, penelitian ini 

bertujuan untuk mengkaji kinerja klasifikasi 

menggunakan Support Vector Machine (SVM) 

pada dataset #IndonesiaGelap yang dilabeli 

secara otomatis berdasarkan hasil pemodelan 

topik LDA. Penelitian ini berfokus pada 

eksplorasi potensi integrasi antara pelabelan 

otomatis dan algoritma klasifikasi dalam 

membangun model analisis. Melalui 

pendekatan ini, penelitian diharapkan dapat 

memberikan gambaran mengenai alternatif 

yang lebih praktis dalam memantau dinamika 

isu publik secara cepat, tanpa sepenuhnya 

bergantung pada proses pelabelan manual yang 

kompleks dan memerlukan waktu yang besar. 

2. TINJAUAN PUSTAKA 

2.1 Text Classification 
Klasifikasi teks (text classification) 

merupakan salah satu tugas fundamental dalam 

disiplin ilmu Natural Language Processing 

(NLP) dan Data Mining yang bertujuan untuk 

menetapkan kategori atau label kelas yang telah 

ditentukan sebelumnya (predefined classes) ke 

dalam suatu dokumen teks secara otomatis. 

Sebagai bagian dari pendekatan supervised 

learning, proses klasifikasi mensyaratkan 

adanya data latih (training data) yang telah 

memiliki label, di mana algoritma akan 

mempelajari pola hubungan antara fitur dalam 

teks dengan kategori targetnya untuk kemudian 

digunakan dalam memprediksi kelas pada data 

baru yang belum dikenal [4]. 

Secara teknis, proses klasifikasi teks tidak 

dapat dilakukan langsung pada data mentah 

(raw data). Tahapan ini umumnya diawali 

dengan pra-pemrosesan data (preprocessing) 

untuk membersihkan gangguan atau noise 

seperti tanda baca, angka, dan kata-kata yang 

tidak bermakna (stopwords), serta normalisasi 

kata. Setelah data bersih, dilakukan tahap 

ekstraksi fitur (feature extraction) untuk 

mengubah representasi teks menjadi format 

numerik atau vektor yang dapat diproses oleh 

mesin, misalnya menggunakan metode TF-IDF 

atau Bag-of-Words [16]. Kualitas dari pra-

pemrosesan dan ekstraksi fitur ini sangat 

menentukan akurasi akhir dari model klasifikasi 

yang dibangun[17]. 

2.2 Support Vector Machine 
Support Vector Machine (SVM) adalah 

algoritma supervised learning yang bekerja 

dengan mencari hyperplane atau garis batas 

terbaik untuk memisahkan data ke dalam kelas-

kelas yang berbeda. Prinsip utama algoritma ini 

adalah memaksimalkan margin, yaitu jarak 

terlebar antara garis batas dengan data terluar 

dari masing-masing kelas (support vectors), 

untuk menghasilkan keputusan yang paling 

akurat [4]. Mekanisme ini menjadikan SVM 

sangat tangguh dalam menangani data teks 

berdimensi tinggi seperti tweet, karena mampu 

menghasilkan prediksi yang stabil dan 

meminimalkan risiko kesalahan (overfitting) 

meskipun dihadapkan pada ribuan fitur kata 

yang kompleks [3], [16]. 

Untuk menangani data teks media sosial 

yang sering kali tidak memiliki pola linear yang 

sederhana, SVM menerapkan teknik kernel 

trick, seperti Radial Basis Function (RBF), 

yang memetakan data ke dimensi lebih tinggi 

agar lebih mudah dipisahkan [15], [17]. Selain 

itu, karena penelitian ini melibatkan beberapa 

label (multi-kelas), SVM menerapkan strategi 

One-vs-Rest. Strategi ini memecah masalah 

klasifikasi menjadi beberapa bagian sederhana 

(satu topik lawan sisanya) untuk memastikan 

setiap kategori isu #IndonesiaGelap dapat 

dikenali dengan presisi tinggi, sebagaimana 

telah terbukti efektif dalam berbagai studi 

pengelompokan topik sosial sebelumnya [4], 

[13]. 

2.3 Topic Modeling 
Pemodelan topik atau Topic Modeling 

adalah teknik dalam Natural Language 

Processing (NLP) yang digunakan untuk 

menemukan struktur tematik tersembunyi 

(latent structure) di dalam sekumpulan besar 

dokumen teks [18]. Sebagai metode 

unsupervised learning, pemodelan topik 

bekerja dengan menganalisis pola kemunculan 

kata-kata yang sering muncul bersamaan (co-

occurrence) untuk mengelompokkan dokumen 

ke dalam klaster-klaster topik yang berbeda 

[19].  
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Dalam penelitian ini, topic modeling 

digunakan sebagai cara untuk memberi label 

data secara otomatis. Karena tweet dengan tagar 

#IndonesiaGelap tidak memiliki kategori 

bawaan, topic modeling dimanfaatkan untuk 

mengelompokkan tweet ke dalam beberapa isu 

utama. Hasil pengelompokan tersebut 

kemudian digunakan sebagai label kelas untuk 

melatih model klasifikasi SVM. Dengan 

pendekatan ini, tweet yang awalnya tidak 

terstruktur dapat dimanfaatkan dalam proses 

klasifikasi tanpa melalui pelabelan manual [4]. 

2.4 Latent Dirichlet Allocation 
Latent Dirichlet Allocation (LDA) adalah 

sebuah model probabilitas generatif yang 

populer digunakan untuk pemodelan topik yang 

diperkenalkan oleh Blei et al., konsep dasar 

LDA mengasumsikan bahwa setiap dokumen 

merupakan campuran dari beberapa topik, dan 

setiap topik merupakan campuran dari 

sekumpulan kata-kata [20]. Dengan kata lain, 

LDA bekerja dengan mencari tahu kelompok 

kata yang sering muncul bersamaan dalam satu 

konteks dan mengelompokkannya ke dalam 

topik-topik yang berbeda [21]. Untuk mengukur 

kualitas topik yang dihasilkan, metrik evaluasi 

seperti Topic Coherence sering digunakan. 

Coherence score yang tinggi mengindikasikan 

bahwa kata-kata dalam satu topik memiliki 

keterkaitan semantik yang kuat dan mudah 

diinterpretasikan oleh manusia [18]. 

Hasil dari model LDA adalah sekumpulan 

distribusi kata yang bersifat matematis. Untuk 

membuatnya dapat dipahami, diperlukan 

langkah lanjutan yaitu interpretasi hasil. 

Interpretasi hasil adalah proses subjektif di 

mana manusia (seorang ahli di bidang terkait, 

atau domain expert, yang dalam penelitian ini 

adalah seorang wartawan/jurnalis) menelaah 

daftar kata kunci teratas dari sebuah topik untuk 

memberikan label tematik yang bermakna [22]. 

Langkah ini penting untuk menerjemahkan 

hasil statistik menjadi label kelas klasifikasi 

yang dapat dipahami [23].  

2.5 Data Preprocessing 
Proses data preprocessing merupakan 

sekumpulan teknik yang digunakan untuk 

membersihkan dan mengubah data teks mentah 

menjadi format yang terstruktur dan siap untuk 

diolah ke tahap selanjutnya [24]. Tahapan pra-

pemrosesan data dalam penelitian ini meliputi 

langkah-langkah berikut: 

1. Pembersihan Data 

Proses ini bertujuan menghilangkan 

elemen-elemen yang tidak memberikan 

informasi semantik yang relevan bagi 

model. Hal ini mencakup penghapusan 

URL (tautan), username (misalnya 

@pengguna), simbol hashtag (#), angka, 

tanda baca, emoji, serta karakter non-ASCII 

lainnya. Tujuan utamanya adalah 

menyisakan teks murni yang siap dianalisis 

2. Case Folding  

Tahap ini menyeragamkan seluruh karakter 

huruf menjadi huruf kecil (lowercase). 

Langkah ini penting untuk menghindari 

duplikasi fitur akibat perbedaan 

kapitalisasi. 

3. Tokenisasi  

Tahap akhir dari pra-pemrosesan adalah 

pemecahan kalimat menjadi potongan-

potongan kata tunggal atau token. 

4. Normalisasi 

Langkah untuk mengubah kata-kata tidak 

baku, slang, atau salah ketik menjadi 

bentuk bakunya. Tahap ini sangat krusial 

saat menganalisis teks informal dari media 

sosial. Proses ini biasanya memerlukan 

kamus atau leksikon kata slang. 

5. Stopword Removal 

Untuk meningkatkan akurasi hasil, 

dilakukan proses stopword removal. Tahap 

ini mengeliminasi kata-kata fungsional 

yang tidak memiliki makna substansial, 

contohnya kata sambung dan kata ganti, hal 

ini dilakukan agar model dapat fokus pada 

kata-kata yang lebih informatif 

6. Stemming 

Stemming adalah proses reduksi sebuah 

kata menjadi bentuk dasarnya (root word) 

dengan cara menghilangkan seluruh 

imbuhannya, baik awalan (prefiks) maupun 

akhiran (sufiks). Tujuan utama dari proses 

ini adalah untuk menyeragamkan berbagai 

variasi kata yang memiliki akar yang sama, 

sehingga dapat mengurangi kompleksitas 

kosakata dalam teks dan meningkatkan 

efisiensi analisis. 

2.6 TF-IDF Feature Extraction 
Setelah tahap pembersihan data, teks tweet 

perlu diubah menjadi format angka agar dapat 

diproses oleh algoritma komputer. Metode yang 

digunakan dalam penelitian ini adalah Term 

Frequency-Inverse Document Frequency (TF-
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IDF). Metode ini berfungsi untuk memberikan 

"bobot" atau nilai pada setiap kata berdasarkan 

seberapa penting kata tersebut dalam 

membedakan satu tweet dengan tweet lainnya 

[4]. 

Secara sederhana prinsip kerja TF-IDF yaitu 

TF (Term Frequency) menghitung seberapa 

sering sebuah kata muncul dalam satu tweet 

(semakin sering muncul, nilainya semakin 

tinggi), sedangkan IDF (Inverse Document 

Frequency) berfungsi mengurangi nilai kata 

yang terlalu umum dan muncul di banyak tweet. 

Dengan cara ini, kata-kata kunci yang spesifik 

dan menjadi ciri khas suatu topik (misalnya 

"konstitusi" atau "bansos") akan mendapatkan 

bobot tinggi, sementara kata umum yang tidak 

memiliki makna topik akan diredam. Hasil 

akhirnya adalah sekumpulan data numerik 

(vektor) yang siap digunakan oleh SVM untuk 

mengklasifikasikan topik secara akurat [16], 

[25]. 

2.7 Evaluation 
Evaluasi model merupakan tahapan 

fundamental untuk mengukur kinerja algoritma 

klasifikasi dalam memprediksi data baru yang 

belum pernah dipelajari sebelumnya. 

Tujuannya adalah untuk memastikan bahwa 

model yang dibangun memiliki kemampuan 

generalisasi yang baik dan tidak hanya 

menghafal data latih (overfitting). Dalam 

penelitian klasifikasi teks, alat ukur utama yang 

digunakan adalah Confusion Matrix [4]. 

Dalam penelitian klasifikasi multi-class 

(banyak kelas), alat ukur utama yang digunakan 

adalah Confusion Matrix. Berbeda dengan 

klasifikasi biner, confusion matrix pada 

klasifikasi multi-kelas dengan N kategori akan 

membentuk tabel berukuran 𝑁 × 𝑁 [4]. 

Meskipun tabel matriks bersifat multi-dimensi, 

perhitungan metrik evaluasi (Presisi, Recall, 

dan F1-Score) dilakukan dengan memecah 

masalah multi-kelas menjadi klasifikasi biner 

menggunakan pendekatan One-vs-Rest. Untuk 

setiap kelas topik, didefinisikan empat 

parameter dasar: 

• True Positive (TP), Jumlah data dari kelas n 

yang diprediksi dengan benar sebagai kelas 

n. 

• False Positive (FP): Jumlah data dari kelas 

lain yang salah diprediksi masuk ke kelas n. 

• False Negative (FN): Jumlah data dari kelas 

n yang salah diprediksi masuk ke kelas lain. 

• True Negative (TN): Jumlah data dari kelas 

lain yang benar diprediksi sebagai bukan 

kelas n. 

Berdasarkan parameter tersebut, kinerja 

model diukur menggunakan rata-rata (average) 

dari metrik berikut: 

1. Akurasi (Accuracy): Rasio total prediksi 

yang benar (diagonal matriks) terhadap 

keseluruhan jumlah data. 

2. Presisi (Precision): Tingkat ketepatan 

prediksi positif untuk setiap kelas. Metrik 

ini penting untuk melihat seberapa akurat 

model saat menyatakan sebuah tweet 

termasuk dalam topik tertentu. 

3. Recall: Kemampuan model dalam 

menemukan kembali seluruh data yang 

sebenarnya milik kelas tertentu. 

4. F1-Score: Rata-rata harmonis antara 

Presisi dan Recall. Metrik ini menjadi 

acuan utama dalam penelitian ini karena 

memberikan penilaian yang objektif 

terhadap keseimbangan performa model di 

setiap topik isu #IndonesiaGelap [4], [13]. 

3. METODE PENELITIAN  

Adapun alur penelitian yang disusun pada 

penelitian ini digambarkan pada Gambar 3. 1 

berikut. 

 
Gambar 3. 1  

Alur Penelitian 

Beberapa tahapan yang ditunjukkan pada 

Gambar 3. 1 telah dijelaskan secara rinci pada 

bab sebelumnya. Oleh karena itu, bagian ini 
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difokuskan pada penjelasan tahapan lain yang 

belum dibahas. 

3.1. LDA Topic Modeling 

3.1.1. BoW Weighting 

Teks yang telah dibersihkan dan 

dinormalisasi kemudian diubah ke dalam 

bentuk representasi numerik menggunakan 

pendekatan Bag of Words (BoW). Dalam 

representasi ini, setiap dokumen diwakili oleh 

frekuensi kemunculan kata-kata yang relevan. 

Hasil dari tahap ini akan menjadi input utama 

untuk proses pemodelan topik LDA. 

3.1.2. Topic Number Examination 

Penentuan jumlah topik (K) terbaik 

dilakukan melalui Topic Number Examination 

dengan melatih model LDA pada beberapa nilai 

K menggunakan parameter yang sama. Setiap 

model kemudian dievaluasi berdasarkan nilai 

topic coherence. Model dengan nilai coherence 

tertinggi dipilih sebagai model terbaik untuk 

tahap selanjutnya. 

3.1.3. Result Interpretation 

Tahap interpretasi bertujuan untuk 

memberikan label tematik yang akurat pada 

setiap topik yang dihasilkan oleh model LDA. 

Proses ini melibatkan partisipasi ahli (domain 

expert) dengan latar belakang jurnalisme dan 

praktisi komunikasi yang memiliki kompetensi 

linguistik serta pemahaman mendalam 

mengenai konteks sosial-politik isu 

#IndonesiaGelap.  

4. HASIL DAN PEMBAHASAN  

4.1. Crawling Dan Preprocessing Data 
Pengumpulan data dilakukan pada periode 

Februari hingga Agustus 2025 menggunakan 

library Python tweet-harvester. Dari proses ini, 

berhasil dihimpun sebanyak 57.533 tweet 

mentah terkait isu “#IndonesiaGelap”. Data 

tersebut kemudian melalui tahapan 

preprocessing untuk membersihkan elemen 

non-teks, menormalisasi bahasa, dan 

menghapus duplikasi. Hasilnya, tersisa 48.735 

tweet bersih yang siap dianalisis. Penurunan 

volume ini memastikan hanya data berkualitas 

yang digunakan dalam pemodelan. Contoh hasil 

transformasi data dapat dilihat pada Tabel 4. 1. 

Tabel 4. 1 

Sampel Hasil Pra-pemrosesan Data 

Data Mentah Data Bersih 

Buat tmn2 yg trun ke 

jln semangat dan y 

kita gk tw kpn suara 

kita bakal dnger sm 

Pmerintah jgn prnh 

lelah mbela hak2 kita 

sehat2 smua yg 

brjuang untuk indo 

lbh baik 

["buat", "teman-

teman", "turun", 

"jalan", "semangat", 

"tahu", "kapan", 

"suara", "bakal", 

"dengar", 

"pemerintah", 

"jangan", "pernah", 

"lelah", "bela", "hak-

hak", "sehat-sehat", 

"juang", "indonesia", 

"baik"] 

Hasil data bersih ini kemudian digunakan 

sebagai basis untuk pemodelan topik pada tahap 

selanjutnya. 

4.2. LDA Topic Modeling 
4.2.1. Topic Number Examination 

Sebelum melakukan ekstraksi topik secara 

mendalam, langkah krusial yang dilakukan 

adalah menentukan jumlah topik (K) paling 

optimal agar hasil pembagian isu menjadi 

bermakna dan tidak tumpang tindih. 

Berdasarkan pengujian menggunakan metrik 

Coherence score (𝐶𝑣) pada rentang topik yang 

berbeda, model menunjukkan performa terbaik 

pada jumlah topik K=6, seperti yang 

ditunjukkan pada Gambar 4. 1 berikut. 

 
Gambar 4. 1 

Topic Number Examination 

Sebagaimana terlihat pada Gambar 4. 1, 

konfigurasi 6 topik menghasilkan nilai 

koherensi tertinggi sebesar 0.4770. Nilai ini 

mengindikasikan bahwa pada titik tersebut, 

kata-kata dalam setiap topik memiliki 

keterkaitan semantik yang paling kuat dan 

mudah diinterpretasikan oleh manusia. Oleh 

karena itu, analisis selanjutnya didasarkan pada 

pembagian dataset ke dalam enam klaster topik 

utama. Nilai yang didapatkan ini sudah lebih 



JITET (Jurnal Informatika dan Teknik Elektro Terapan) pISSN: 2303-0577   eISSN: 2830-7062   Indra  dkk 

  

  940  

tinggi dari penelitian-penelitian terdahulu yang 

melakukan topic modeling pada data X atau 

twitter yaitu 0.3310 [23], dan 0.3497 [19]. 

4.2.2. Result Interpretation 
Setelah model LDA dijalankan dengan K=6, 

terbentuk enam kelompok diskusi yang 

merepresentasikan dimensi permasalahan 

dalam isu #IndonesiaGelap. Interpretasi label 

topik dilakukan dengan menganalisis kata-kata 

kunci (top words) yang memiliki probabilitas 

kemunculan tertinggi di setiap klister oleh ahli 

yang memiliki pemahaman terhadap konteks 

isu yaitu jurnalis/wartawan.Ringkasan topik 

beserta kata kuncinya disajikan dalam Tabel 

4.2. 

Tabel 4. 2 

Hasil Interpretasi Topik dan Kata Kunci 

Topik 
Label 

Topik 

Kata Kunci 

Dominan 

1 

Kebijakan, 

Program, 

dan Revisi 

UU 

undang, tni, makan, 

tolak, rancang, anak, 

menteri, danantara, 

gizi, polri, gratis, 

jaksa, sipil, dpr, 

revisi 

2 

Sumber 

Daya, 

Korupsi, 

dan Pajak 

rakyat, indonesia, 

hidup, pemerintah, 

jabat, rezim, 

korupsi, kuasa, 

koruptor, mati, 

pimpin, hancur, 

pajak, percaya, adil 

3 

Pemilu, 

Pemimpin, 

dan 

Demokrasi 

presiden, suara, 

jokowi, prabowo, 

pilih, rakyat, dengar, 

negara, bungkam, 

demo, wakil, anak, 

hasil, hidup, diam 

4 

Aksi 

Mahasiswa 

#Indonesia

Gelap 

mahasiswa, aksi, 

demo, politik, baca, 

isu, indonesia, 

gerak, dukung, 

artikel, lengkap, 

fokus, sejarah, 

indonesiagelap, 

masyarakat 

5 

Dukungan 

Moral dan 

Semangat 

hati, turun, 

semangat, jalan, 

tagar, teman, 

perjuangan, menang, 

takut, bantu, lupa, 

Topik 
Label 

Topik 

Kata Kunci 

Dominan 

umur, sehat, suara, 

berjuang, aksi, sakit, 

medis 

6 

Kecaman 

Moral 

Aparat & 

Pemerintah 

allah, gelap, polisi, 

indonesia, 

pemerintah, izin, 

kawal, malu, bayar, 

tolol, jahat, lucu, 

otak, zionis, terang 

Data Tabel 4. 2 menunjukkan bahwa wacana 

#IndonesiaGelap memiliki struktur yang 

kompleks. Isu tidak hanya berisi keluhan 

umum, tetapi terbagi spesifik menjadi: kritik 

struktural/legal (Topik 1 & 3), kritik 

ekonomi/korupsi (Topik 2), gerakan fisik/aksi 

(Topik 4), solidaritas emosional (Topik 5), 

hingga ekspresi kemarahan/moral (Topik 6). 

4.2.3.  Labeling Data 
Salah satu tantangan utama dalam analisis 

data media sosial adalah ketiadaan label 

kategori (ground truth) pada data mentah. 

Untuk mengatasi hal tersebut, penelitian ini 

memanfaatkan hasil pemodelan LDA sebagai 

metode pelabelan otomatis. Setiap dokumen 

(tweet) dalam dataset dianalisis distribusi 

probabilitasnya terhadap keenam topik yang 

telah terbentuk. Label topik diberikan 

berdasarkan nilai probabilitas tertinggi 

(dominant topic) yang dimiliki oleh tweet 

tersebut. 

Hasil pelabelan otomatis terhadap 48.735 

data tweet bersih menghasilkan distribusi kelas 

sebagai berikut, yang juga divisualisasikan pada 

 
Gambar 4. 2 

Distribusi Data Hasil Pelabelan Otomatis 

Berdasarkan data tersebut, Topik 2 menjadi 

kelas yang paling mendominasi. Dataset yang 

telah terlabeli ini selanjutnya digunakan sebagai 
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input utama untuk melatih model klasifikasi 

SVM pada tahap berikutnya. 

4.3. SVM Model Building 
Pembangunan model klasifikasi diawali 

dengan membagi dataset menjadi dua bagian 

menggunakan rasio 80:20. Sebanyak 37.904 

tweet digunakan sebagai data latih (training) 

untuk mengajarkan model mengenali pola 

topik, sedangkan 9.476 tweet disisihkan sebagai 

data uji (testing) untuk evaluasi objektif. 

Sebelum masuk ke algoritma SVM, data teks 

dikonversi menjadi representasi numerik 

menggunakan metode TF-IDF. Hal ini 

menghasilkan matriks fitur untuk data latih 

dengan dimensi (37.904, 5.327), yang berarti 

model mempelajari pola dari 37 ribu lebih 

dokumen berdasarkan distribusi 5.327 kata 

kunci unik. 

Selanjutnya, untuk mendapatkan performa 

klasifikasi yang optimal, dilakukan proses 

pencarian parameter terbaik (Hyperparameter 

Tuning) menggunakan teknik Grid Search 

Cross-Validation. Eksperimen ini menguji 

berbagai kombinasi parameter pada algoritma 

SVM dengan Kernel RBF (Radial Basis 

Function), yang dipilih karena kemampuannya 

menangani data teks berdimensi tinggi yang 

tidak terpisah secara linear [17]. Hasil 

eksperimen menunjukkan bahwa kombinasi 

parameter terbaik adalah C = 10 dan Gamma = 

1, dengan skor validasi rata-rata sebesar 

86,16%. 

4.4. Model Evaluation 

Setelah melalui tahap pelatihan dengan 

parameter optimal, kinerja model SVM 

dievaluasi menggunakan data uji sebanyak 

9.476 tweet. Berdasarkan hasil pengujian, 

model berhasil mencapai tingkat Akurasi Akhir 

sebesar 88.05%. Angka ini menunjukkan 

bahwa model memiliki kemampuan 

generalisasi yang baik dalam memetakan tweet 

baru ke dalam 6 topik isu #IndonesiaGelap. 

Rincian performa model untuk setiap kelas 

topik dapat dilihat pada  

 

Gambar 4. 3 

Classification Report 

Analisis mendalam terhadap Gambar 4. 3 

menunjukkan bahwa Topik 5 (Dukungan Moral 

dan Semangat) merupakan kelas dengan kinerja 

terbaik, mencapai F1-Score tertinggi sebesar 

0.92. Tingginya skor ini disebabkan oleh 

karakteristik kosa kata pada Topik 5 yang 

sangat distingtif dan bermuatan emosi spesifik 

(seperti "tolol", "allah", "polisi"), sehingga 

mudah dibedakan oleh SVM dari topik lain 

yang lebih bermuatan politis. 

Sebaliknya, Topik 3 (Pemilu, Pemimpin, 

dan Demokrasi) mencatatkan skor terendah 

dengan F1-Score 0.84, meskipun angka ini 

masih tergolong dalam kategori kinerja "Baik". 

Untuk memahami penyebab rendahnya 

performa pada topik ini, dilakukan analisis 

kesalahan menggunakan Confusion Matrix 

sebagaimana ditampilkan pada Gambar 4. 4. 

 
Gambar 4. 4 

Confusion Matrix Model SVM 

Visualisasi Confusion Matrix pada Gambar 

4. 4, memberikan gambaran komprehensif 

mengenai model SVM dalam 

mengklasifikasikan 9.476 tweet uji, di mana 

dominasi warna biru gelap pada garis diagonal 

utama menunjukkan konsistensi prediksi yang 
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tinggi dengan mayoritas data tertebak secara 

benar (True Positive). Analisis spesifik pada 

setiap kelas menunjukkan bahwa Topik 5 

(Dukungan Moral dan Semangat) menjadi 

kategori dengan kinerja paling optimal, di mana 

model berhasil memprediksi dengan tepat 1.757 

tweet dari total 1.908 data aktual. Tingginya 

akurasi pada topik ini didorong oleh 

karakteristik leksikal yang sangat khas, di mana 

kata-kata bermuatan emosi spesifik seperti 

"semangat", "doa", dan "hati" memiliki fitur 

pembeda yang kuat, sehingga memudahkan 

hyperplane SVM memisahkannya dari topik 

lain yang bernuansa politik atau hukum. 

Di sisi lain, dari 1.367 data aktual pada 

Topik 3, sebanyak 107 tweet salah diprediksi 

oleh model ke dalam Topik 2 (Sumber Daya & 

Korupsi). Fenomena ini besar kemungkinan 

terjadi karena narasi kritik terhadap figur 

pemimpin (Topik 3) sering kali disampaikan 

beriringan dengan isu kegagalan ekonomi atau 

korupsi (Topik 2) dalam satu kalimat, 

menyebabkan ambiguitas kontekstual yang 

menyulitkan model menarik garis batas tegas. 

Pola serupa juga terlihat pada Topik 6 

(Kecaman Moral), dengan 59 tweet yang 

meleset ke Topik 2, disebabkan oleh banyaknya 

makian (fitur Topik 6) yang ditujukan langsung 

kepada objek permasalahan korupsi (fitur Topik 

2). 

Meskipun terdapat tantangan pada topik-

topik yang beririsan, capaian akurasi 88,05% 

dalam penelitian ini menunjukkan keunggulan 

kompetitif jika dibandingkan dengan sejumlah 

penelitian terdahulu yang juga menerapkan 

metode Support Vector Machine (SVM) untuk 

klasifikasi teks media sosial. Sebagai 

perbandingan utama, penelitian yang berfokus 

pada klasifikasi tweet berdasar topik sosial 

menggunakan SVM memperoleh akurasi 

sebesar 84% [4], kemudian penelitian yang 

berfokus untuk melakukan klasifikasi tweet 

pencemaran nama baik sebesar 87.7% [3], dan 

klasifikasi tweet influencer yang juga 

menggunakan data dari twitter yang memeroleh 

akurasi sebesar 77.28% [16]. 

Berdasarkan hasil evaluasi didapatkan dapat 

disimpulkan bahwa kinerja model klasifikasi 

SVM pada data teks Twitter yang dilabeli 

secara otomatis menggunakan LDA terbukti 

bisa dilakukan. Pencapaian akurasi sebesar 

88,05% tidak hanya memvalidasi efektivitas 

alur kerja (pipeline) yang dibanguntetapi juga 

menunjukkan keunggulan kompetitif 

dibandingkan penelitian-penelitian terdahulu. 

Temuan ini menegaskan bahwa integrasi antara 

metode unsupervised dan supervised learning 

merupakan strategi yang sangat efisien untuk 

memetakan narasi publik di media sosial, 

sekaligus menjadi solusi efektif untuk 

mengatasi kendala pelabelan manual yang 

memakan waktu.  

5. KESIMPULAN  

a. Penerapan Latent Dirichlet Allocation 

(LDA) sebagai metode pelabelan otomatis 

(automated labeling) terbukti efektif dalam 

mengatasi kendala efisiensi waktu pada 

pengolahan dataset berskala besar. Metode 

ini berhasil mentransformasi data mentah 

menjadi dataset berlabel yang terbagi ke 

dalam 6 kelas topik secara sistematis. 

b. Penerapan algoritma Support Vector 

Machine (SVM) untuk mengklasifikasikan 

tweet berdasarkan label otomatis dari LDA 

menunjukkan performa yang terkategori 

good fit. Melalui proses optimasi 

hyperparameter (Grid Search) dengan 

Kernel RBF, parameter C=10, dan 

gamma=1, model berhasil mencapai 

akurasi akhir sebesar 88,05%. 
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