ISSN: 2303057

9 J I T ET J

JITET (Jurnal Informatika dan Teknik Elektro Terapan) .
Vol. 14 No. 1, pISSN: 2303-0577 eISSN: 2830-7062 http://dx.doi.org/10.23960 /jitet.v14i1.8722

ANALISIS SENTIMEN ULASAN PENGGUNA TERHADAP
GAME ZENLESS ZONE ZERO MENGGUNAKAN
METODE BI-DIRECTIONAL LSTM

Zahrotun Nimah!", Bambang Irawan?, Nur Ariesanto Ramdhan®

L.23Universitas Muhadi Setiabudi; Jalan P. Diponegoro KM 2, Pesantunan, Wanasari, Brebes, Jawa
Tengah 52212; Telp. (0283) 6199000 Fax: (0283) 6199001

Keywords: Abstrak. Perkembangan industri game mobile mengakibatkan meningkatnya
Analisis Sentimen, Zenless jumlah ulasan pengguna pada Google Play Store, yang mencerminkan
Zone Zero, Bidirectional persepsi dan pengalaman pengguna terhadap suatu game. Namun,
LSTM, Lexicon-Based, keberagaman karakteristik bahasa dalam jumlah wulasan yang besar
Google Play Store menjadikan proses analisis secara manual kurang efisien. Penelitian ini

menggunakan metode analisis sentimen berbasis deep learning untuk
menganalisis sentimen pengguna terhadap game Zenless Zone Zero. Data
yang digunakan terdiri dari 6.000 ulasan berbahasa Indonesia yang
dikumpulkan dari Google Play Store dengan memanfaatkan teknik web
scraping. Tahapan penelitian meliputi prapemrosesan teks, pelabelan awal
dengan menggunakan metode lexicon-based dengan InSet Lexicon, serta
klasifikasi sentimen menggunakan model Bidirectional Long Short-Term
Memory (Bi-LSTM). Klasifikasi yang diterapkan dibagi ke dalam dua
kategori, yaitu sentimen positif dan negatif. Dengan akurasi sebesar 91,41%
dan nilai presisi, recall, dan Fl-score antara 0,86 dan 0,92, hasil pelatihan
model menunjukkan bahwa Bi-LSTM mampu bekerja secara efektif. Hasil
tersebut menunjukkan bahwa kombinasi metode lexicon-based dan Bi-LSTM
efektif digunakan dalam menganalisis sentimen ulasan aplikasi game
berbahasa Indonesia, sekaligus mampu merepresentasikan persepsi pengguna
terhadap game Zenless Zone Zero.
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Abstract.. The development of the mobile gaming industry has led to an
JITET  (Qurnal increase in the number of user reviews on the Google Play Store, reflecting
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(CC BY NC) consists of 6,000 reviews in Indonesian collected from the Google Play Store
using web scraping techniques. The research steps include text preprocessing,
initial labeling using a lexicon-based method with the InSet Lexicon, and
sentiment classification using a Bidirectional Long Short-Term Memory (Bi-
LSTM) model. The applied classification is divided into two categories,
namely positive and negative sentiment. With an accuracy of 91.41% and
precision, recall, and Fl-score values between 0.86 and 0.92, the model
training results indicate that Bi-LSTM is capable of working effectively. These
results show that the combination of lexicon-based methods and Bi-LSTM is
effective for analyzing sentiment in Indonesian-language game app reviews,
while also being able to represent users' perceptions of the game Zenless Zone
Zero.
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1. PENDAHULUAN

Teknologi digital telah berkembang pesat
dalam beberapa tahun terakhir, yang telah
menyebabkan  meningkatnya  penggunaan
aplikasi mobile di berbagai bidang, termasuk
pada bidang industri hiburan dan permainan
digital.  Peningkatan ini terlihat dari
bertambahnya jumlah pengguna serta semakin
kuatnya keterikatan Masyarakat pada game
sebagai salah satu hiburan utama mereka[1].
Salah satu dampak utama dari perkembangan
ini adalah peningkatan jumlah game yang dapat
diakses dengan mudah melalui platform seperti
Google Play Store[2]. Peningkatan jumlah
pengguna sejalan dengan semakin
meningkatnya mereka dalam memberikan
ulasan dan opini terhadap game yang
digunakan|3]. Pada saat ini, pengguna biasanya
memeriksa ulasan serta penilaian suatu game
sebelum  memainkannya di  perangkat
mereka[4]. Ulasan yang ditulis oleh pengguna
sangat berpengaruh perihal pembentukan
perspektif ~ Masyarakat terhadap  sebuah
game[5]. Ulasan tersebut menggambarkan
persepsi, mereka terhadap berbagai aspek
permainan. Oleh karena itu, ulasan merupakan
peranan penting dalam mengendalikan persepsi
dan Keputusan pengguna dalam mengunduh
sebuah game[6].

Namun, proses analisis manual memakan
waktu dan tidak efektif karena jumlah evaluasi
ulasan yang sangat besar. Selain itu
karakteristik Bahasa dan ulasan pengguna yang
sangat bervariasi, seperti penggunaan bahasa
tidak baku, campuran bahasa, emoji, tanda
baca, dan struktur kalimat yang tidak teratur[7].
Sehingga  diperlukannya adanya proses
preprocessing yang sistematis agar data dapat di
proses secara optimal.

Analisis sentimen merupakan proses
komputasi yang bertujuan untuk
mengidentifikasi pendapat, sentimen, dan

emosi yang diungkapkan dalam teks. [8].
Pendekatan ini telah banyak diterapkan dalam
berbagai penelitian pada aplikasi digital.
Misalnya, penelitian terhadap ulasan aplikasi
Shopee menunjukkan bahwa metode Long
Short-Term  Memory  (LSTM)  mampu
menghasilkan performa klasifikasi yang baik
dengan akurasi sebesar 0,73 dan Fl-score
sebesar 0,82[9]. Penelitian lain mengenai
ulasan aplikasi Twitter juga menunjukkan
bahwa metode LSTM dapat memberikan
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akurasi tinggi, yaitu sebesar 83% pada skema
pembagian data uji dan data latih 80:20[10],
sehingga membuktikan bahwa LSTM efektif
untuk data teks bersifat sekuensial.

Dalam penelitian ini, objek yang dianalisis
Adalah Zenless zone zero, sebuah game terbaru
yang dirilis HoYoverse pada 2024 lalu, telah
mendapat perhatian besar dari pengguna global
dan telah diunduh oleh jutaan pengguna. Sejak
perilisannya game ini telah memperoleh ribuan
ulasan di  google play store, yang
mencerminkan keragaman ekspektasi dan
pengalaman pengguna terkait performa, fitur,
hingga masalah teknis yang sering muncul.
Meskipun ulasan tersebut merupakan sumber
data yang kaya belum ditemukan penelitian
yang secara khusus mengkaji sentimen
pengguna terkait permainan Zenles Zone Zero
di platform ini. Kondisi ini menunjukkan
adanya research gap, baik dari segi objek
penelitian maupun penerapan metode analisis
sentiment berbasis deep learning pada ulasan
game berbahasa Indonesia.

Untuk memperoleh hasil klasifikasi yang
lebih akurat, diperlukan tahapan preprocessing
teks yang menyeluruh, seperti pembersihan
teks, normalisasi kata, tokenisasi, penghapusan
stopwords, dan stemming. Selain itu, sebelum
model menganalisis data, pelabelan awal
dilakukan menggunakan teknik berbasis
leksikon dengan menggunakan InSet Lexicon,
yang mencakup daftar istilah Indonesia dengan
makna positif dan negatif. Pendekatan ini
sejalan dengan beberapa penelitian yang
menggabungkan metode leksikon dan deep
learning guna menghasilkan performa yang
lebih konsisten[11].

Berdasarkan penjelasan tersebut,
penelitian ini bertujuan untuk menganilisis
sentiment ulasan pengguna terhadap game
Zenless Zone zero dengan menerapka model
Bldirectorial Long Short-Term Memory (Bi-
LSTM). Model ini  dipilih  karena
kemampuannya menangkap konteks dua arah
secara lebih menyeluruh sehingga diharapkan
mampu  meningkatkan  akurasiklasifikasi
dibandingkan LSTM satu arah[12]. Melalui
penelitian ini, diharapkan dapat memberikan
pemahaman mendalam mengenai presepsi
pengguna terhadap game Zenless Zone Zero
serta kontribusi ilmiah berupa penerapan
metode analisis sentiment yang efektif pada
ulasan aplikasi game berbahasa Indonesia.
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2. TINJAUAN PUSTAKA
2.1. Analisis Sentimen

Proses pengumpulan dan identifikasi ide,
pemikiran, dan kesan publik tentang suatu isu,
produk, layanan, atau topik yang ditemukan
dalam teks dikenal sebagai Natural Language
Processing (NLP), yang mencakup analisis
sentimen. [13], baik yang bersifat positif
maupun negatif. Metode ini banyak digunakan
pada penelitian berbasis ulasan penguna karena
mampu memberikan gambaran yang objektif

tentang  bagaimana  masyarakat umum
memandang suatu produk, layanan, atau
aplikasi digital[14].

2.2. Preprocessing (Prappemrosesan)

Untuk mempersiapkan teks agar dapat
diproses oleh algoritma pembelajaran mesin,
Preprocessing merupakan langkah awal yang
krusial dalam pemrosesan bahasa alami (NLP).
Langkah-langkah preprocessing yang
digunakan dalam penelitian ini meliputi
Cleaning, Case folding, normalisasi kata,
tokenisasi, stopword removal dan stemming.
Preprocessing yang baik dapat membantu
mengurangi noise dan memperbaiki
representasi data sehingga model dapat
mempelajari pola dengan lebih efektif.

2.3. Lexicon-Based

Pendekatan lexicon-based memanfaatkan
kamus kata yang telah diberi nilai polaritas,
yaitu positif dan negatif. Dalam penelitian ini
digunakan inset lexicon sebagai sumber kata
sentiment bahasa Indonesia. Kata yang terdapat
dalam daftar positif diberi nilai +1, kata dalam
daftar negatif diberi nilai —1, sedangkan kata
yang tidak ditemukan dalam lexicon diberi nilai
0. Nilai polaritas setiap kata kemudian
dijumlahkan untuk memperoleh skor sentimen
keseluruhan dari suatu teks ulasan.

2.4. Long Short-Term Memory (LSTM)

LSTM merupakan salah satu varian dan
evolusi RNN (recurrent neural network).
LSTM dirancang untuk mengatasi masalah
vanishing gradient dengan memanfaatkan sel
memori yang mampu mempertahankan
informasi dalam jangka waktu panjang, serta
menggunakan tiga jenis gerbang, yaitu input
gate, forget gate, dan output gate[15]. Dalam
konteks analisis sentimen, LSTM mampu
mengolah data teks yang bersifat sekuensial

karena dapat memahami konteks kata
berdasarkan urutannya.
2.5. Bilstm

Bidirectional LSTM (Bi-LSTM) merupakan
pengembangan dari LSTM yang bekerja
dengan dua arah pemrosesan, yaitu dari kiri ke
kanan dan dari kanan ke kiri. Pendekatan dua
arah ini memungkinkan model menangkap
konteks secara lebih menyeluruh, terutama pada
teks informal seperti ulasan pengguna aplikasi.
Bi-LSTM sering digunakan dalam tugas NLP
modern karena memberikan hasil yang lebih
baik dibandingkan LSTM satu arah, khususnya
dalam klasifikasi sentimen.

2.6. Zenless zone zero
Zenless Zone Zero (ZZZ) merupakan game

action role-playing (Action RPG) yang
dikembangkan sekaligus diterbitkan oleh
HoYoverse dan mengususng latar dunia

futuristic pasca-apokaliptik. Permainan ini
menghadirkan mekanik pertarungan real-time,
karakter bergaya anime, serta visual grafis yang
dinamis. Sejak peluncurannya, Zenless Zone
Zero telah menarik jutaan pengguna dan
memperoleh ribuan ulasan di Google Play
Store, yang merefleksikan beragam penilaian
pemain terhadap aspek performa, mekanik

permainan, dan kualitas game secara
keseluruhan.

2.7. Penelitian terdahulu

Berdasarkan penelitian terdahulu

menunjukkan bahwa Istm lebih efektif dalam
menganalisis sentimen pada ulasan aplikasi
digital. Beberapa penelitian menjunjukkan hasil
sebagia berikut:

a. Penelitian pada ulasan aplikasi Shopee
menghasilkan akurasi 73% dan F1-score
0,82 menggunakan LSTM.

b. Perbandingan antara LSTM dan Naive
Bayes menunjukkan bahwa LSTM
unggul dengan akurasi  83,33%,
sedangkan Naive Bayes hanya mencapai
82%.

3. METODE PENELITIAN

Untuk menganalisis sentimen dari data
Google Play Store, penelitian ini dilakukan
dalam beberapa tahapan, dimulai dengan
pengumpulan ulasan untuk aplikasi Zenless
Zone Zero (scraping), praproses data
(preprocessing), pelabelan sentiment
menggunakan metode lexicon-based,
pemisahan dataset, serta Pembangunan model
analisis sentiment  dengan  algoritma
Bidirectional Long Short-Term Memory (Bi-
LSTM), Sebuah variasi LSTM yang mampu
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memproses informasi dalam dua arah sehingga
menghasilkan representasi konteks yang lebih
komprehensif. Sebelum model deep learning
memproses data, alur prosedur dibuat untuk
memastikan bahwa data memiliki kualitas
representasi terbaik.

Pengambilan Data

| Scraping I—)l Dataset

Preproceszing

| Celaning I—)l Case Folding H Normalization I
I(—l Tokenizing I

Stopword

| 5 € Removal

v

Labeling
(Lexicon-Bazed)

v

Perencanaan Model
(Bidirectorial LSTM

'

Evaluaz model

Gambar 1. Alur Penelitian

3.1. Pengambilan Data

Dalam penelitian ini data diperoleh dari
ulasan pengguna berbahasan Indonesia aplikasi
Zenless Zone Zero yang tersedia pada google
play store. Tahapan ini dilakukan menggunakan
metode  web  scraping, suatu  proses
pengambilan data dari sebuah situs secara
otomatis menggunakan kode python dengan
bantuan library google-play-scraper pada
python. Untuk memudahkan analisis pada fase
berikutnya, hasil pengambilan data akan
disimpan dalam format CSV.
3.2. Preprocessing

Tujuann  tahap  preprocessing  untuk
mengubah teks ulasan menjadi format yang
bersih, terorganisir, sehingga model LSTM
dapat memprosesnya. Tahap preprocessing
seperti tokenisasi, case folding, normalisasi
kata, stopword removal, serta stemming
merupakan tahapan dasar yang paling sering
digunakan dalam analisis sentimen berbasis
leksikon.
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Proses ini bertujuan menyederhanakan data,
meningkatkan  konsistensi  bahasa, serta
menghilangkan ~ komponen  yang  tidak
dibutuhkan sehingga hanya informasi yang
benar-benar dibutuhkan dalam penelitian yang
digunakan[16]. Adapun tahapan preprocessing
yang diterapkan dalam penelitian ini meliputi
bebrapa Langkah sebagai berikut:

1. Pembersihan Teks (Cleaning)
Tahap pertama yang dilakukan adalah
pembersihan  teks  (cleaning), yaitu
memperbaiki  data  mentah  dengan
menghapus elemen yang tidak diperlukan
seperti URL atau hyperlink, tag HTML,
emoji dan simbol Unicode, karakter khusus,
tanda baca, angka, serta username seperti

(@nama. Langkah ini penting untuk

mengatasi ketidakteraturan dan berbagai

bentuk noise dalam teks ulasan[17].
2. Case Folding

Tahap berikutnya adalah penerapan case

folding, yaitu proses mengonversi seluruh

karakter huruf menjadi huruf kecil guna
menstandarkan bentuk penulisan, sehingga
dapat mencegah duplikasi token serta
meningkatkan konsistensi data.

3. Normalisasi Kata

Proses berikutnya adalah normalisasi kata,

yang menggunakan kamus kata non-standar

dari GitHub (dataset kamuskatabaku.xlIsx).
untuk mengubabh istilah non-standar menjadi
bentuk  standar. Normalisasi  sangat
diperlukan  karena  banyak  ulasan
mengandung singkatan dan istilah slang
seperti “gk” menjadi “tidak” atau “bgt”
menjadi “banget”.

4. Tokenisasi

Setelah itu, dilakukan tokenisasi untuk

memecah kalimat ulasan menjadi potongan

kata (token) menggunakan metode split()
atau tokenizer dari NLTK.
5. Stopword Removal

Tahap selanjutnya adalah penghapusan

stopword, yaitu proses menghapus kata-kata

umum yang kerap muncul dalam teks namun
tidak memberikan kontribusi signifikan
terhadap proses analisis sentimen[18],
dengan menggunakan daftar stopword
bahasa Indonesia dari NLTK.

6. Stemming

Terakhir, stemming yang dilakukan dengan
menggunakan library Sastrawi untuk mengubah
kata berimbuhan menjadi bentuk dasarnya.
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Tahap stemming ini membantu menyatukan
kata-kata yang memiliki bentuk berbeda namun
makna  dasar yang sama, sehingga
meningkatkan efektivitas analisis pada model.
3.3. Pelabelan Sentimen

Pelabelan digunakan untuk
mengkategorikan ulasan pengguna Zenless
Zone Zero. Pelabelan sentiment dilakukan
dengan menggunakan metode lexicon-based
yang memanfaatkan inset lesicon, merupakan
kamus kata sentiment bahasa Indonesia berisis
daftar kata positif dan negative. Kombinasi
antara LSTM dengan metode Lexicon-Based
diterapkan dalam studi terkait opini publik dan
terbukti efektif untuk mengklasifikasikan
sentimen pada data teks berbahasa Indonesia.
Setiap kata pada teks ulasan dibandingkan
dengan daftar kata sentimen dalam lexicon
untuk menentukan nilai polaritasnya. Kata yang
terdapat dalam daftar positif diberi nilai +1, kata
dalam daftar negatif diberi nilai —1, sedangkan
kata yang tidak ditemukan dalam lexicon diberi
nilai 0. Nilai polaritas setiap kata kemudian
dijumlahkan untuk memperoleh skor sentimen
keseluruhan dari suatu teks ulasan. Penentuan
skor sentimen mengikuti rumus berikut:

n
Sentiment Score = Z Polarity(w;)
i=1

dalam konteks ini ‘n” mewakili jumlah total
kata dalam teks, sedangkan polaritas wi)
menunjukkan skor polaritas yang terkait, yaitu
+1 untuk kata positif, -1 untuk kata negative.
Dan 0 untuk kata netral atau tidak terdapat
dalam lexicon.

3.4. Perencanaan dan Pembangunan model

Tahap premodeling selanjutnya bertujuan
untuk menyiapkan data sebelum proses
pelatihan model dilakukan. Dataset yang sudah
melalui preprocessing dan pelabelan kemudian
dibagi menjadi data latih dan data uji dengan
memanfaatkan fungsi train_test split dari
scikit-learn. Data latih digunakan untuk melatih
model, sedangkan data uji dimanfaatkan untuk
mengevaluasi kinerja model secara objektif
menggunakan data yang belum pernah diproses
sebelumnya[13].

Selanjutnya dilakukan proses tokenizing dan
padding sebagai salah satu tahap penting dalam
persiapan data teks untuk analisis sentimen[ 19].
Tokenisasi dilakukan menggunakan Tokenizer
dari Keras untuk mengonversi kata menjadi
indeks numerik. Pada penelitian ini ditetapkan
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jumlah kata maksimum (num_words) sebesar
1000 dan panjang sekuens (max len) sebesar
100. Padding diterapkan untuk menyeragamkan
panjang sekuens agar data dapat diproses secara
konsisten oleh model.

Model Kklasifikasi sentimen dibangun
menggunakan arsitektur Bidirectional Long
Short-Term Memory (Bi-LSTM) berbasis
Keras Sequential. Arsitektur model terdiri dari
embedding layer, lapisan Bi-LSTM, dropout,
dan dense layer sebagai lapisan keluaran.
Penggunaan Bi-LSTM memungkinkan model
mempelajari  konteks teks dari dua arah
sehingga diharapkan mampu meningkatkan
akurasi klasifikasi sentimen ulasan pengguna.

4. HASIL DAN PEMBAHASAN

Hasil dari pengelolahan data wulasan
pengguna aplikasi Zenless Zone Zero yang
dikumpulkjan melalui google play store. Proses
analisis sentiment dilakukan melalui beberapa
tahap, mulai dari preprocessing, pelabelan
sentimen menggunakan metode lexicon based,
hingga pembanguna model klasifikasi. Seluruh
hasil dipaparkan secara rinci untuk memberikan
gambaran komprehensif mengenai kualitas data
dan performa model yang digunakan.

4.1. Hasil Pengambilan Data

Pengambilan data dalam dalam penelitian
ini dilakukan dengan menerapkan teknik web
scraping terhadap ulasan pengguna permainan
Zenless Zone Zero yang dipublikasikan pada
platform Google Play Store. Melalui proses
tersebut, diperoleh sebanyak 6.000 ulasan
berbahasa Indonesia. Data yang diperoleh
mencakup informasi review [D, nama
pengguna, rating, teks ulasan, dan tanggal
ulasan.

Kumpulan ulasan tersebut
merepresentasikan variasi pandangan pengguna
terhadap beragam aspek permainan, seperti
performa game, kualitas grafis, mekanik
gameplay, desain karakter, serta kendala teknis
yang dialami.

Tabel 1. Hasil proses scrapping

Review ID Username Rating Review Text Date

Game nya udh bagus kok
sekarang juga udh ga

5 sepatah patah dulu,lancar
malah cuma boleh kali
dikasih dailyn sama lucia

4bd4c41b-
3561-40b8-
9ece-
Tec651886933

194e8de7-
ald6-4b9f-
b356-
577c02ebe33a

08/12/2025
22:43

Pengguna
Google

Tolong hoyo gamenya di
4 optimalkan lagi dan
loading jangan lama lama

08/12/2025
14:13

Pengguna
Google
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please create character

4d9116f2- : .
Tfbe-4157- Pengguna rank S, with corin 08/12/2025
acd0- Google 5 persondl.lty, 1y.|ust like 02:26
926610671996 her, but { can't carty her
in high difficult Y~ 3Yr§
b0934ebf- rata rata yang retting 1
44d5-46b1- Pengguna 5 karna patah" dan yang 08/12/2025
90da- Google lainnya,padahal bukan 02:09
0c891a9d572d salah game nya
fo1f66c1- . .
0d1d-4a88- Pengguna hard pity, pull 80x aja 07/12/2025
1 masi belum dapet liat tuh B
ab7b- Google hsr ga berat berat amat 2234
982271eb0542 i
c34527ac- Gamenya seru i love ittt
664b-4ef8- Pengguna 5 :D dari combat sama 07/12/2025
a037- Google karakternya bagus2 17:59
1fe07875d8cc menurutku
12850e44-
2d25-4ebb- Pengguna 5 clen joe wleowlwowleo 07/12/2025
8474- Google makasih ya 12:23
eacb03b236bc
4.2. Hasil Preprocessing Teks

Tahapan preprocessing dilakukan secara
berurutan, meliputi cleaning, case folding,
normalization, tokenizing, stopword removal,
dan Stemming. Berdasarkan hasil
prapemrosesan, data ulasan mengalami
peningkatan dari segi keterbacaan dan
konsistensi. Kata tidak baku telah berhasil
dinormalisasi, karakter serta simbol yang tidak
relevan  dihilangkan dan variasi kata
berimbuhan disederhanakan melalui proses
stemming sehingga menghasilkan data teks
yang lebih terstruktur dan siap dianalisis.

Tabel 2. Contoh hasil tahapan preprocessing
Preprocessing

Game nya udh bagus kok
sekarang juga udh ga sepatah
patah dulu,lancar malah
cuma boleh kali dikasih
dailyn sama lucia

Game nya udh bagus kok
sekarang juga udh ga sepatah
patah dululancar malah cuma
boleh kali dikasih dailyn
sama lucia

game nya udh bagus kok
sekarang juga udh ga sepatah
patah dululancar malah cuma
boleh kali dikasih dailyn
sama lucia

game ya sudah bagus kok
sekarang juga sudah tidak
sepatah patah dululancar
malah cuma boleh kali
dikasih dailyn sama lucia
['game', 'ya', 'sudah’, 'bagus',
'kok', 'sekarang', 'juga’,
'sudah', 'tidak’, 'sepatah’,
'patah’, 'dululancar’, 'malah’,

Review
Text

Celaning

Case
Folding

Normalisasi

Tokenize
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'cuma’, 'boleh’, 'kali',
'dikasih’, 'dailyn’, 'sama’,
'lucia']

Remove ['game’, 'ya', 'bagus',

Stopwords | 'sepatah’, 'patah’, 'dululancar’,
'kali', 'dikasih’, 'dailyn',
'lucia']

Steming game ya bagus patah patah

Data dululancar kali kasih dailyn

lucia

Before Preprocessing
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Gambar 2. Wordcloud sebelum preprocessing
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Gambar 2. Wordcloud sesudah preprocessing

Berdasarkan gambar 2 dapat dilihat bahwa
kata "yang", "dan", "di", dan "game" menjadi
kata yang sering muncul dan digunakan dalam
ulasan pada game Zenless Zone Zero. namun
berdasarkan gambar 3  setelah  proses
Preprocessing kata yang sering muncul berubah
menjadi "game, "bagus", "main" dan "banget"
menjadi kata yang sering muncul. Dalam
worldcloud semakin besar ukuran sebuah kata
maka semakin tinggi pula frekuensi kata
tersebut.

4.3. Hasil Pelabelan Sentimen

Tahap pelabelan sentiment dilakukan

setelah seluruh teks ulasan melalui proses

preprocessing. Hasil pelabelan sentimen
dilakukan secara otomatis menggunakan
pendekatan lexicon-based dengan

memanfaatkan InSet Lexicon. Setiap teks
ulasan dianalisis dengan menghitung bobot
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polaritas berdasarkan jumlah kata positif dan
negatif yang terkandung di dalamnya. Nilai
polaritas yang diperoleh selanjutnya dijadikan
dasar dalam pengelompokan sentimen ke dalam
tiga kategori, yaitu positif dan negatif.

Jumlah Analisis Sentimen
Metode Lexicon Based

428 3392
3500 (50.27%) {49.73%)

Jumlah Tweet

Negatif Positif

Class Sentimen

Gambar 4. Distribusi Sentimen Hasil Pelabelan
Menggunakan Metode Lexicon-Based.

Tabel 3. Labeling
Sentimen | Score
Positif 4

Steming Data

game ya bagus kadang
suka leg dikit device
ttdk bagus enjoy main
ya

narasi 723entime nurul
poles grafis 723entimen
spirit nostalgia

habis update lag parah
patah patah

mohon baru tambah
fitur zoom karakter
optimalisasi drop
combat moga depan
bagus senang main

Negatif -1

Negatif -3

Positif 1

Hasil pelabelan menunjukkan bahwa ulasan
pengguna memiliki distribusi 723entiment yang
beragam. Sebagian besar ulasan mengandung

723entiment  positif yang menunjukkan
723entime  kepuasan pengguna terhadap
sejumlah aspek permainan, sedangkan ulasan
negatif ~ umumnya berkaitan dengan

permasalahan teknis dan performa.

Sebagai contoh, ulasan “game ini bagus tapi
masih ada beberapa bug jadi tolong di perbaiki
ya” setelah melalui proses preprocessing
menghasilkan [‘game’, ‘bagus’, ‘bug’, ‘tolong’,
‘baik’, ‘ya’]. Berdasarkan InSet Lexicon,
menghasilkan polatitas sebagai berikut.

Tabel 4. Contoh pelabelal 723entiment

Kata | Polaritas | Label
Game | 0 Netral
Bagus | 1 Positif
Bug 0 Netral
tolong | 0 Netral
Baik |1 Positif
ya 0 Netral

Perhitungan Skor Sentimen (Lexicon-
Based) Menggunakan rumus :

n
Sentiment Score = Z Polarity(w;)

i=1
Substitusi nilai polaritas:

(1)bagﬂls + (l)baik =2

dalam pendekatan lexicon-based, penentuan
723entiment sepenuhnya bergantung pada
akumulasi polaritas kata yang terdapat dalam
kamus. Kata “bug” dan “perbaiki” tidak secara
eksplisit direpresentasikan sebagai kata negatif
dalam lexicon, sedangkan kata “bagus” dan
hasil stemming “baik” memiliki polaritas
positif. Akibatnya, skor 723entiment total
bernilai positif meskipun secara 723entimen
kalimat mengandung keluhan.

Meskipun pendekatan pelabelan berbasis
leksikon mampu menghasilkan penandaan awal
yang 723entimen 723entiment723tive, metode
ini masih memiliki keterbatasan karena belum
sepenuhnya menangkap makna dan konteks
kalimat secara komprehensif.

4.4. Hasil Pelatihan dan Penggunaan Model
Bi-LSTM

Model Kklasifikasi  723entiment  pada
penelitian ini dibangun dengan memanfaatkan
arsitektur  Bidirectional Long Short-Term
Memory (Bi-LSTM). Model terdiri dari
embedding layer, dua lapisan Bi-LSTM, dense
layer, dan dropout untuk mengurangi
overfitting. Model dilatih menggunakan batch
size 32 dan 5 epoch.

Tabel 4. Hasil pelatihan model Bi-LSTM

Epoch | Akurasi | Akurasi | Loss Loss
Training | Validasi | Training | Validasi
1 70.62% | 74.4% | 0.5629 | 0.5998
2 83.42% | 85.6% | 0.4226 | 0.3471
3 93.44% | 89.42% | 0.1917 | 0.2621
4 96.8% | 84.29% | 0.1060 | 0.4610
5 97.74% | 89.63% | 0.0859 | 0.2900
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Hasil pelatihan model Bidirectional Long
Short-Term Memory (Bi-LSTM) selama lima
epoch yang ditampilkan dalam tabel. Metrik
akurasi dan /oss pada data pelatihan dan validasi
digunakan untuk mengevaluasi kinerja model.
Akurasi pada data pelatihan meningkat secara
bertahap dari 70,62% pada epoch pertama
menjadi 97,74% pada epoch kelima, menurut
hasil, menunjukkan bahwa model semakin baik
dalam mengidentifikasi pola sentimen pada
data pelatihan. Namun, akurasi validasi
bervariasi, mencapai puncak 89,63% pada
epoch terakhir, menunjukkan kapasitas
generalisasi model yang relatif kuat. Meskipun
kerugian validasi meningkat pada epoch
keempat sebelum kembali menurun pada epoch
kelima, nilai kerugian data pelatihan menurun
secara signifikan dari 0,5629 menjadi 0,0859.
Meskipun  terdapat celah  generalisasi,
perbedaan antara akurasi pelatihan dan validasi
masih berada dalam rentang yang wajar. Oleh
karena itu, dapat dikatakan bahwa model Bi-
LSTM menghasilkan kinerja klasifikasi
sentimen yang konsisten dan tidak mengalami
overfitting yang parah.

Secara keseluruhan, peningkatan akurasi
dan penurunan loss pada akhir pelatihan
menunjukkan bahwa model Bi-LSTM memiliki
kemampuan pembelajaran dan generalisasi
yang baik. Meskipun terdapat fluktuasi pada
salah satu epoch, tidak ditemukan indikasi
overfitting yang signifikan, sehingga model
dinilai layak digunakan untuk tahap evaluasi
dan Kklasifikasi sentimen ulasan pengguna
Zenless Zone Zero.

Kemampuan arsitektur Bi-LSTM dalam
memproses urutan teks secara dua arah,
sehingga konteks setiap kata dapat dipahami
secara lebih mendalam. Karakteristik ini
memungkinkan model menghasilkan klasifikasi
sentimen dengan tingkat ketepatan yang lebih
tinggi. Bi-LSTM dipilih karena
kemampuannya dalam menangkap
dependensi kata lebih baik dibandingkan
LSTM satu arah.

4.5. Evaluasi Model

Evaluasi performa model Bidirectional
Long Short-Term Memory (Bi-LSTM)
dilakukan dengan memanfaatkan metrik
akurasi, precision, recall, dan Fl-score guna
mengukur  kemampuan  model  dalam
mengklasifikasikan sentimen ulasan pengguna
ke dalam dua kategori, yaitu positif dan negatif.

724

Hasil pengujian menunjukkan bahwa model Bi-
LSTM mampu mencapai tingkat akurasi
sebesar 89,63%.

Confusion Matrix LSTM

- 900
- 800

7 - 700

- 600

- 500

- 400

126 - 300

- 200

- 100

Negatif Positif

Negatif

Actual

Positif

Predicted

Gambar 5. Confusion matrix pada kelas positif
dan negatif.

Berdasarkan confusion matrix, Dari 980
ulasan  negatif, 908 di antaranya
diklasifikasikan dengan benar dan 72 di
antaranya diberi label salah, menurut matriks
kebingungan. Kemampuan luar biasa model
dalam mendeteksi emosi negatif ditunjukkan
oleh nilai presisi, recall, dan Fl-score pada
kelas negatif, yang masing-masing sebesar
0,88, 0,93, dan 0,90. Dari 980 ulasan negatif,
908 di antaranya diklasifikasikan dengan benar
dan 72 di antaranya diberi label salah, menurut
matriks kebingungan. Kemampuan luar biasa
model dalam mendeteksi emosi negatif
ditunjukkan oleh nilai presisi, recall, dan F1-
score pada kelas negatif, yang masing-masing
sebesar 0,88, 0,93, dan 0,90.

Pada kelas positif yang terdiri dari 930
ulasan, model berhasil memprediksi 804 ulasan
secara tepat, sementara 126 ulasan masih salah
diklasifikasikan. Nilai precision, recall, dan F1-
score yang diperoleh masing-masing sebesar
0,92, 0,86, dan 0,89, yang mengindikasikan
tingkat ketepatan prediksi sentimen positif yang
tinggi. Secara umum, distribusi prediksi pada
confusion matrix mengindikasikan bahwa
model menunjukkan kinerja klasifikasi yang
baik. Hasil ini konsisten dengan capaian akurasi
sebesar 89,63% serta nilai precision, recall, dan
Fl-score yang berada pada tingkat relatif
seimbang untuk kedua kelas. Oleh karena itu,
hasil confusion matrix memperkuat kesimpulan
bahwa model Bi-LSTM mampu
mengklasifikasikan sentimen dua kelas secara
efektif dan konsisten pada ulasan pengguna
game Zenless Zone Zero.
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S.

menghasilkan beberapa kesimpulan,

KESIMPULAN
Berdasarkan dari penelitian yang dilakukan,
yaitu

sebagai berikut:

a.

Tahapan preprocessing teks yang meliputi
cleaning, case folding, normalisasi kata,
tokenisasi, stopword removal, dan
stemming terbukti mampu meningkatkan
kualitas  data  ulasan. Proses ini
menghasilkan teks yang lebih bersih,
konsisten, dan terstruktur  sehingga
mendukung pembelajaran model secara
lebih optimal.

Pelabelan sentimen menggunakan InSet
Lexicon mampu memberikan label awal
secara otomatis berdasarkan skor polaritas
kata. Meskipun pendekatan lexicon-based
memiliki keterbatasan dalam memahami
konteks kalimat yang kompleks, metode ini
tetap efektif sebagai dasar pembentukan
target untuk pelatihan model Bi-LSTM.
Model Bi-LSTM menunjukkan kinerja
yang baik dan stabil dalam
mengklasifikasikan ~ sentimen  ulasan
pengguna. Hasil evaluasi menunjukkan
bahwa model mencapai akurasi sebesar
91,41%, dengan nilai precision, recall, dan
F1-score pada kedua kelas sentimen berada
pada kisaran 0,86-0,92, yang
mengindikasikan kemampuan generalisasi
model yang baik tanpa overfitting yang
signifikan.

Berdasarkan keseluruhan hasil penelitian,
dapat disimpulkan bahwa kombinasi
metode lexicon-based dan Bidirectional
LSTM efektif digunakan untuk analisis
sentimen ulasan aplikasi game berbahasa
Indonesia. Hasil penelitian ini diharapkan
dapat memberikan kontribusi ilmiah di
bidang analisis sentimen serta menjadi
bahan pertimbangan bagi pengembang
game dalam memahami persepsi dan
pengalaman pengguna.
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