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Keywords: Abstrak. Penurunan kualitas sumber air menjadi permasalahan penting yang
Machine Learning; memerlukan  metode deteksi yang cepat, murah, dan mudah
Klasifikasi Kualitas Air; Fitur ~ diimplementasikan. Pemantauan kualitas air secara konvensional umumnya
Warna Digital; RGB; HSV dilakukan melalui analisis laboratorium yang membutuhkan biaya tinggi serta

waktu yang relatif lama. Penelitian ini mengimplementasikan machine

learning untuk mengklasifikasikan kualitas air berdasarkan analisis fitur warna

digital dalam ruang warna RGB dan HSV. Dataset yang digunakan terdiri dari

647 citra air yang diklasifikasikan ke dalam dua kelas, yaitu air jernih dan air

. kotor. Fitur warna diekstraksi berupa nilai rata-rata R, G, B, H, S, dan V,

@gmail.com kemudian dilakukan pelabelan otomatis berdasarkan threshold pada ruang
warna HSV. Beberapa algoritma machine learning, yaitu Random Forest,
Support Vector Machine, K-Nearest Neighbor, dan Decision Tree, digunakan
dan dibandingkan kinerjanya. Hasil penelitian menunjukkan bahwa Decision
Tree menghasilkan akurasi tertinggi sebesar 100%, diikuti oleh Random
Forest sebesar 99,23%, Support Vector Machine sebesar 98,46%, dan K-
Nearest Neighbor sebesar 96,92%. Analisis feature importance menunjukkan
bahwa komponen Value dan Saturation pada ruang warna HSV merupakan
fitur paling dominan dalam proses klasifikasi. Hasil ini menunjukkan bahwa
kombinasi machine learning dan fitur warna digital efektif digunakan untuk
klasifikasi kualitas air secara otomatis.
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Abstract. The declining quality of water resources requires fast, cost-
effective, and easily deployable detection methods. Conventional water quality
monitoring relies on laboratory analysis, which is expensive and time-
Copyright © JITET  (urnal  consuming. This study implements machine learning to classify water quality
Informatika dan Teknik Elektro  pu50d on digital color feature analysis in RGB and HSV color spaces. The
Terapan). This article is an open ;1. cor congists of 647 water images classified into clear and turbid water
access article distributed under )
terms and conditons of the categories. Color features were extracted as mean values of R, G, B, H, S, and
Creative Commons Attribution  V, followed by automatic labeling using HSV-based threshold rules. Several
(CCBYNC) machine learning algorithms, including Random Forest, Support Vector
Machine, K-Nearest Neighbor, and Decision Tree, were evaluated and
compared. The results indicate that the Decision Tree achieved the highest
accuracy of 100%, followed by Random Forest at 99.23%, Support Vector
Machine at 98.46%, and K-Nearest Neighbor at 96.92%. Feature importance
analysis reveals that Value and Saturation components in the HSV color space
are the most influential features for classification. These findings demonstrate
that machine learning combined with digital color features provides an
effective approach for automated water quality classification.

1. PENDAHULUAN Air bersih merupakan kebutuhan dasar yang
memiliki peran penting dalam menjaga
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kesehatan dan keberlanjutan  kehidupan
manusia [1]. Namun, pada kondisi saat ini,
kualitas sumber air di berbagai wilayah terus
mengalami penurunan. Organisasi Kesehatan
Dunia melaporkan bahwa sebagian besar
populasi global masih bergantung pada sumber
air yang tercemar, sehingga berpotensi
menimbulkan berbagai penyakit berbasis air
[2]. Penurunan kualitas air tersebut umumnya
dipicu oleh aktivitas manusia, seperti
pembuangan limbah industri, limbah rumah
tangga, serta penggunaan bahan kimia dalam
sektor pertanian [3].

Pemantauan kualitas air secara tradisional
dilakukan melalui pengujian laboratorium
dengan parameter fisik, kimia, dan biologis.
Meskipun metode ini mampu menghasilkan
hasil yang akurat, proses pengujian
membutuhkan biaya yang relatif tinggi,
peralatan khusus, serta waktu analisis yang
cukup lama. Kondisi ini menjadikan metode
konvensional kurang efisien untuk kebutuhan
pemantauan yang bersifat cepat dan
berkelanjutan, terutama pada wilayah dengan
keterbatasan akses dan sumber daya [4].

Perkembangan teknologi informasi dan
kecerdasan buatan membuka peluang baru
dalam pemantauan kualitas air. Berbagai
penelitian telah mengembangkan pendekatan
berbasis pengolahan citra digital untuk
menganalisis kondisi visual air [5]. Metode
berbasis analisis tekstur maupun deep learning
dilaporkan mampu memberikan performa yang
baik, namun sering kali membutuhkan
kompleksitas komputasi tinggi serta dataset
dalam jumlah besar. Oleh karena itu, diperlukan
pendekatan yang lebih sederhana namun tetap
efektif.

Pemanfaatan fitur warna digital menjadi
salah satu alternatif yang menjanjikan dalam
analisis kualitas air . Karakteristik visual air
dapat direpresentasikan melalui komponen
warna pada ruang RGB dan HSV [6], [7].
Secara umum, air jernih memiliki tingkat
kecerahan (Value) yang tinggi dengan tingkat
kejenuhan (Saturation) yang rendah, sedangkan
air kotor menunjukkan karakteristik sebaliknya.
Ruang warna HSV dipilih karena mampu
memisahkan informasi warna, kejenuhan, dan
kecerahan secara lebih jelas serta lebih
mendekati persepsi visual manusia
dibandingkan ruang warna RGB.
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Meskipun berbagai pendekatan telah
dikembangkan, sebagian besar penelitian
sebelumnya masih berfokus pada penerapan
algoritma tertentu tanpa melakukan
perbandingan menyeluruh terhadap beberapa
algoritma machine learning [8] . Selain itu,
analisis kontribusi masing-masing fitur warna
terhadap performa klasifikasi masih terbatas,
karena sebagian penelitian hanya mengevaluasi
satu atau dua algoritma tanpa analisis
komparatif yang mendalam [9]. Hal ini
menunjukkan adanya celah penelitian yang
perlu dieksplorasi lebih lanjut.

Berdasarkan latar belakang tersebut,
penelitian ini mengimplementasikan metode
machine learning berbasis fitur warna RGB dan
HSV untuk klasifikasi kualitas air. Penelitian
ini bertujuan untuk mengembangkan sistem
klasifikasi otomatis air jernih dan air kotor,
membandingkan kinerja beberapa algoritma
machine learning seperti Decision Tree,
Random Forest, Support Vector Machine
(SVM), dan K-Nearest Neighbor (K-NN), serta
menganalisis kontribusi fitur warna terhadap
akurasi klasifikasi. Hasil penelitian ini
diharapkan dapat menjadi solusi alternatif yang
efektif, ekonomis, dan mudah
diimplementasikan dalam sistem monitoring
kualitas air berbasis teknologi digital.

2.  TINJAUAN PUSTAKA

Tinjauan pustaka disusun untuk
memberikan landasan teoritis yang relevan
dengan penelitian serta memperkuat pemilihan
metode  yang  digunakan.  Pembahasan
difokuskan pada konsep kualitas air,
pengolahan citra digital, fitur warna, dan
penerapan machine learning dalam tugas
klasifikasi.

2.1 Kualitas Air

Kualitas air menggambarkan kondisi fisik,
kimia, dan biologis suatu sumber air yang
menentukan tingkat kelayakannya untuk
berbagai kebutuhan. Air dengan kualitas baik
umumnya ditandai oleh tingkat kekeruhan yang
rendah, warna yang jernih, serta minim
kandungan zat pencemar. Penurunan kualitas
air dapat terjadi akibat masuknya limbah
industri, limbah rumah tangga, dan residu
aktivitas pertanian, sehingga diperlukan metode
pemantauan  yang mampu  mendeteksi
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perubahan kualitas
berkelanjutan.

air secara cepat dan

2.2 Pengolahan Citra Digital

Pengolahan citra digital merupakan proses
analisis gambar menggunakan bantuan
komputer untuk mengekstraksi informasi
tertentu dari citra. Dalam konteks pemantauan
kualitas air, citra digital dapat dimanfaatkan
untuk menangkap karakteristik visual air,
seperti warna dan tingkat kecerahan, yang
berkaitan erat dengan kondisi fisik air. Proses
pengolahan citra umumnya melibatkan tahapan
preprocessing, ekstraksi fitur, dan analisis data
untuk memperoleh representasi yang sesuai
dengan kebutuhan klasifikasi.

2.3 Machine Learning untuk Klasifikasi

Machine learning merupakan pendekatan
kecerdasan buatan yang memungkinkan sistem
mempelajari pola dari data dan menghasilkan
keputusan atau prediksi secara otomatis. Dalam
permasalahan klasifikasi, machine learning
digunakan untuk memetakan data ke dalam
kelas tertentu berdasarkan karakteristik yang
dimilikinya. Beberapa algoritma yang umum
digunakan dalam tugas klasifikasi antara lain
Decision Tree, Random Forest, Support Vector
Machine (SVM), dan K-Nearest Neighbor (K-
NN).

Decision Tree membentuk struktur pohon
keputusan berdasarkan aturan pemisahan data,

sehingga mudah dipahami dan
diinterpretasikan. Random Forest merupakan
metode ensemble learning yang

mengombinasikan sejumlah pohon keputusan
untuk meningkatkan akurasi dan mengurangi
risiko overfitting. SVM bekerja dengan mencari
hyperplane optimal yang memisahkan data
antar kelas dengan margin maksimum,
sedangkan K-NN mengklasifikasikan data
berdasarkan kedekatan jarak dengan data latih.
Keempat  algoritma  tersebut  memiliki
karakteristik dan keunggulan masing-masing
dalam menyelesaikan permasalahan klasifikasi.

2.4Penelitian Terkait

Berbagai penelitian sebelumnya telah
mengkaji penerapan pengolahan citra dan
machine learning dalam klasifikasi kualitas air.
Pendekatan berbasis analisis tekstur citra
maupun deep learning dilaporkan mampu
menghasilkan tingkat akurasi yang tinggi,

namun sering kali memerlukan kompleksitas
komputasi yang besar. Penelitian lain
menunjukkan bahwa penggunaan fitur warna
sederhana dalam ruang RGB dan HSV mampu
memberikan performa yang kompetitif dengan
kebutuhan komputasi yang lebih rendah.

Namun demikian, sebagian besar penelitian
terdahulu masih berfokus pada penerapan
algoritma tertentu tanpa melakukan
perbandingan performa beberapa algoritma
machine learning secara komprehensif. Selain
itu, kajian mendalam mengenai kontribusi fitur
warna pada ruang RGB dan HSV terhadap hasil
klasifikasi masih terbatas.

3. METODE PENELITIAN

Penelitian ini menerapkan pendekatan
eksperimental untuk mengembangkan dan
mengevaluasi sistem klasifikasi kualitas air
berbasis machine learning dengan
memanfaatkan fitur warna digital. Metode
penelitian dirancang secara sistematis agar
seluruh  tahapan yang dilakukan dapat
direplikasi oleh peneliti lain.

3.1 Rancangan Penelitian

Alur penelitian terdiri dari beberapa
tahap utama, meliputi pengumpulan dan
persiapan  dataset, preprocessing citra,
ekstraksi  fitur warna, pelabelan data,
pembagian dataset, pelatihan model, serta
evaluasi performa. Setiap tahap dirancang
secara terintegrasi untuk mendukung tujuan
penelitian. Penelitian ini menggunakan
pendekatan machine learning berbasis fitur
warna RGB dan HSV. Alur metode penelitian
secara keseluruhan ditunjukkan pada Gambar
1.

Koleksi dataset
(647 Gambar)

Preprocessing
- Resize 128x128
piksel

Ektraksi Fitur Warna |
- RGB& HSV

k.

Pembagian Data
80%Training,
20%Testing

Training Model
machine Learning

Analisis Feature

Evaluasi Model
Importance

Gambar 1. Kerangka Metode Penelitian
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3.2 Objek dan Data Penelitian

Dataset yang digunakan dalam penelitian
ini berupa citra air yang dikumpulkan dari
berbagai sumber terbuka. Total dataset yang
digunakan berjumlah 647 citra, yang terdiri
dari dua kelas, yaitu air jernih dan air kotor.
Citra-citra tersebut merepresentasikan variasi
kondisi visual air dengan perbedaan tingkat
kecerahan dan kejenuhan warna.
Seluruh citra pada dataset memiliki variasi
resolusi dan format, sehingga diperlukan
tahap penyeragaman sebelum diproses lebih
lanjut. Dataset ini digunakan sebagai dasar
dalam proses ekstraksi fitur warna RGB dan
HSV serta pelatihan model machine learning
untuk klasifikasi kualitas air.

3.3 Perangkat dan Perangkat Lunak

Lingkungan pengembangan penelitian
ini menggunakan bahasa pemrograman
Python versi 3.8. Proses pengolahan citra
dilakukan dengan memanfaatkan pustaka
OpenCV, sedangkan implementasi algoritma
machine learning menggunakan pustaka
Scikit-learn. Pengolahan dan analisis data
didukung oleh pustaka NumPy dan Pandas,
sementara  visualisasi data  dilakukan
menggunakan Matplotlib. Seluruh proses
eksperimen dijalankan pada platform Google
Colaboratory dengan dukungan perangkat
keras berbasis GPU untuk mempercepat
proses komputasi.

3.4 Pra-pemrosesan Citra

Tahap pra-pemrosesan dilakukan untuk
menyeragamkan data citra sebelum proses
ekstraksi fitur. Setiap citra diubah ukurannya
menjadi 128 x 128 piksel dan dikonversi ke
ruang warna RGB dan HSV. Langkah ini
bertujuan untuk meminimalkan pengaruh
perbedaan resolusi dan mempermudah proses
analisis fitur warna.

3.5 Ekstraksi Fitur Warna

Ekstraksi fitur warna dilakukan untuk
memperoleh  representasi numerik  dari
karakteristik visual citra air yang digunakan
sebagai masukan pada proses klasifikasi. Pada
penelitian ini, fitur warna diekstraksi dari dua
ruang warna, yaitu RGB dan HSV, karena
keduanya mampu merepresentasikan
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informasi warna dan kecerahan citra secara
efektif.

Pada ruang warna RGB, fitur yang
diambil meliputi nilai rata-rata komponen
Red (R), Green (G), dan Blue (B) dari setiap
citra. Sementara itu, pada ruang warna HSV,
fitur yang diekstraksi meliputi nilai rata-rata
komponen Hue (H), Saturation (S), dan
Value (V). Proses konversi citra dari ruang
warna RGB ke HSV dilakukan menggunakan
pustaka OpenCV.

Nilai rata-rata setiap komponen warna
dihitung untuk merepresentasikan
karakteristik dominan citra secara
keseluruhan. Kombinasi fitur RGB dan HSV
ini diharapkan mampu memberikan informasi
warna yang lebih komprehensif dalam
membedakan kualitas air jernih dan air kotor.

3.6 Pelabelan Data

Pelabelan data dilakukan secara otomatis
untuk mengelompokkan citra air ke dalam dua
kelas, yaitu air jernih dan air kotor. Proses
pelabelan didasarkan pada nilai ambang
(threshold) tertentu pada fitur warna di ruang
HSV, khususnya komponen Value (V) dan
Saturation (S). Citra dengan nilai kecerahan
tinggi dan kejenuhan rendah diklasifikasikan
sebagai air jernih, sedangkan citra dengan
nilai kecerahan rendah dan kejenuhan tinggi
diklasifikasikan sebagai air kotor. Pendekatan
ini dipilih untuk mengurangi subjektivitas
pelabelan manual serta meningkatkan
konsistensi data.

3.7 Pembagian Data

Dataset yang telah melalui proses
pelabelan selanjutnya dibagi menjadi dua
bagian, yaitu data latih (training data) dan
data uji (testing data). Pembagian dataset
dilakukan dengan rasio 80% data latih dan
20% data uji. Data latih digunakan untuk
membangun model machine learning,
sedangkan data uji  digunakan untuk
mengevaluasi performa model terhadap data
yang belum pernah dilihat sebelumnya.

3.8 Pelatihan dan Evaluasi Model

Pada tahap ini, dilakukan pelatihan
model machine learning menggunakan empat
algoritma, yaitu Decision Tree, Random
Forest [10], Support Vector Machine (SVM),
dan K-Nearest Neighbor (K-NN).
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Algoritma Decision Tree digunakan
sebagai metode klasifikasi yang membangun
model prediksi berbentuk struktur pohon
keputusan berdasarkan atribut data untuk
memisahkan kelas secara hierarkis [11].

Support  Vector Machine (SVM)
merupakan algoritma klasifikasi yang bekerja
dengan membangun hyperplane optimal
untuk memisahkan data ke dalam kelas yang
berbeda [12].

Algoritma K-Nearest Neighbor (K-NN)
digunakan sebagai salah satu metode
klasifikasi berbasis jarak yang sederhana dan
efektif dalam berbagai studi komparatif
algoritma machine learning [13].

Proses pelatihan dilakukan menggunakan
data latih dengan parameter standar dari
pustaka Scikit-learn.

Evaluasi performa model dilakukan
menggunakan data uji dengan beberapa
metrik  evaluasi, antara lain akurasi
(accuracy), presisi (precision), recall, dan F1-
score [14]. Selain itu, confusion matrix
digunakan untuk menganalisis kemampuan
model dalam mengklasifikasikan masing-
masing kelas secara lebih rinci [15] [16].

Untuk mengukur konsistensi  dan
stabilitas performa model, dilakukan validasi
silang menggunakan metode 5-fold cross-
validation [17]. Cross-validation adalah
teknik evaluasi model yang membagi dataset
menjadi beberapa subset agar performa model
dapat diestimasi secara stabil dari berbagai
partisi data. Hasil evaluasi ini digunakan
sebagai dasar perbandingan performa antar
algoritma machine learning yang digunakan.

3.9 Analisis Feature Importance

Analisis feature importance dilakukan
untuk mengidentifikasi tingkat kontribusi
masing-masing fitur warna terhadap hasil
klasifikasi. Analisis ini bertujuan untuk
mengetahui fitur yang paling berpengaruh
dalam membedakan kualitas air jernih dan air
kotor [18].

3.10 Etika Penelitian

Seluruh data citra yang digunakan dalam
penelitian ini diperoleh dari sumber publik
dan tidak melanggar hak cipta. Penelitian
dilakukan dengan menjunjung  prinsip
transparansi dan reproduktibilitas melalui

penyajian metode dan proses penelitian secara
jelas.

4. HASIL DAN PEMBAHASAN
4.1Karakteristik  Dataset dan

Ekstraksi Fitur

Berdasarkan analisis terhadap 647 citra air
yang digunakan dalam penelitian ini, diperoleh
perbedaan karakteristik fitur warna yang cukup
signifikan antara kelas air jernih dan air kotor.
Nilai rata-rata komponen Value (V) pada ruang
warna HSV menunjukkan kecenderungan lebih
tinggi pada citra air jernih dibandingkan citra air
kotor. Sebaliknya, nilai Saturation (S) pada
citra air kotor cenderung lebih tinggi
dibandingkan citra air jernih. Pola ini
mencerminkan karakteristik visual air, di mana
air jernih memiliki tingkat kecerahan yang lebih
tinggi dan warna yang lebih netral.

Hasil ekstraksi fitur warna RGB juga
menunjukkan perbedaan distribusi nilai antar
kelas, meskipun pemisahan kelas tidak sejelas
pada ruang warna HSV. Temuan ini
mengindikasikan bahwa fitur warna pada ruang
HSV lebih representatif dalam membedakan
kualitas air dibandingkan fitur RGB.

Hasil

4.2Performa Kilasifikasi

Learning

Evaluasi performa klasifikasi dilakukan
menggunakan empat algoritma machine
learning, yaitu Decision Tree, Random Forest,
Support Vector Machine (SVM), dan K-Nearest
Neighbor (K-NN). Hasil pengujian
menunjukkan bahwa seluruh model mampu
mengklasifikasikan kualitas air dengan tingkat
akurasi yang tinggi. Decision  Tree
menghasilkan akurasi tertinggi sebesar 100%,
diikuti oleh Random Forest sebesar 99,23%,
SVM sebesar 98,46%, dan K-NN sebesar
96,92%.

Untuk menguji konsistensi performa model,
dilakukan validasi silang menggunakan metode
5-fold  cross-validation.  Hasil  validasi
menunjukkan bahwa Decision Tree dan
Random Forest memiliki stabilitas performa
yang tinggi dengan variasi nilai akurasi yang
relatif kecil. Hal ini menunjukkan bahwa model
tidak hanya unggul pada data uji, tetapi juga
memiliki kemampuan generalisasi yang baik
terhadap data yang tidak dilihat sebelumnya.

Tabel 1 menyajikan perbandingan performa
keempat  algoritma  machine  learning

Model Machine
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berdasarkan metrik akurasi, presisi, recall, dan
Fl-score.

Tabel 1. Perbandingan performa model
klasifikasi kualitas air

Model Akura | Presis | Recal g:;re
si(%) [i(%) |1(%) (%)

Decisio 100.0 | 100.0 | 100.0
n Tree 100.00 0 0 0
Rando

m 99.23 99.25 |99.22 |99.23
Forest

SVM 98.46 98.48 | 98.45 | 98.46
K-NN 96.92 96.95 | 96.90 | 96.92

Hasil ini menunjukkan bahwa seluruh model
memiliki performa yang sangat baik, dengan
Decision Tree dan Random  Forest
menunjukkan keunggulan yang lebih konsisten
dibandingkan algoritma lainnya.

Selain evaluasi menggunakan data uji,
konsistensi performa model juga dianalisis
melalui validasi silang menggunakan metode 5-
fold cross-validation. Hasil wvalidasi silang
menunjukkan bahwa algoritma Decision Tree
memiliki rata-rata akurasi sebesar 99,69%
dengan deviasi standar 0,38%, sedangkan
Random Forest mencapai rata-rata akurasi
sebesar 99,53% + 0,62%. Hasil ini
menunjukkan bahwa kedua model memiliki
stabilitas performa yang baik serta kemampuan
generalisasi yang konsisten terhadap data yang
tidak dilihat sebelumnya.

4.3Evaluasi Detail Klasifikasi

Analisis lebih lanjut terhadap hasil
klasifikasi dilakukan menggunakan confusion
matrix untuk melihat distribusi prediksi benar
dan salah pada masing-masing kelas. Confusion
matrix menunjukkan bahwa model Random
Forest mampu mengklasifikasikan sebagian
besar citra air jernih dan air kotor secara tepat,
dengan jumlah kesalahan klasifikasi yang
sangat minimal.

Visualisasi confusion matrix pada Gambar 2
memperlihatkan pemisahan kelas yang jelas
antara air jernih dan air kotor. Hal ini
menunjukkan bahwa kombinasi fitur warna
digital dan algoritma machine learning yang
digunakan mampu merepresentasikan
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perbedaan karakteristik kedua kelas secara
efektif.

Confusion Matrix - Klasifikasi Air Jernih vs Kotor

60

50

jernih

40

- 30

True Label

-20

kotor
'

-10

I
jernih kotor
Predicted Label

Gambar 2. Confusion matrix hasil
klasifikasi kualitas air menggunakan Random
Forest

4.4 Analisis Feature Importance

Analisis feature importance dilakukan untuk
mengetahui kontribusi relatif masing-masing
fitur warna terhadap hasil klasifikasi. Hasil
analisis menunjukkan bahwa komponen Value
(V) pada ruang warna HSV merupakan fitur
yang paling dominan dalam menentukan
kualitas air, diikuti oleh Saturation (S) dan Hue
(H). Kontribusi fitur warna pada ruang RGB
relatif lebih kecil dibandingkan fitur HSV.

Dominannya komponen Value dan
Saturation menunjukkan bahwa tingkat
kecerahan dan kejenuhan warna memiliki peran
yang sangat penting dalam membedakan air
jernih dan air kotor. Temuan ini memperkuat
asumsi bahwa ruang warma HSV lebih
informatif dibandingkan RGB dalam analisis
kualitas air berbasis citra.

Temuan ini sejalan dengan karakteristik
visual air yang telah dijelaskan pada Subbab
4.1, di mana air jernih cenderung memiliki
tingkat kecerahan yang lebih tinggi dan
kejenuhan warna yang lebih  rendah
dibandingkan air kotor.

Kontribusi relatif masing-masing fitur
warna terhadap hasil klasifikasi ditunjukkan
pada Gambar 3.
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Feature Importance - Random Forest

Gambar 3. Feature importance model
Random Forest untuk klasifikasi kualitas air

4.5Distribusi

Klasifikasi

Distribusi nilai rata-rata Value (V) pada
seluruh  dataset  menunjukkan  adanya
pemisahan yang cukup jelas antara kelas air
jernih dan air kotor. Sebagian besar citra air
jernih berada pada rentang nilai Value yang
tinggi, sedangkan citra air kotor terkonsentrasi
pada nilai yang lebih rendah. Penggunaan
threshold tertentu pada komponen Value dan
Saturation terbukti efektif dalam mendukung
proses pelabelan otomatis dan klasifikasi
kualitas air.

Visualisasi distribusi nilai Value yang
ditunjukkan pada Gambar 4 menegaskan
bahwa fitur ini dapat dijadikan dasar yang kuat
dalam membedakan kualitas air secara visual.

Nilai Fitur sebagai Dasar

Distribusi Value (Kecerahan)

——- Threshold Jernih
Threshold Kotor

80

60

Frekuensi

20

I
50 100 150 200 250
Value Mean

Gambar 4. Distribusi nilai Value (V)
dengan threshold klasifikasi kualitas air

4.6 Pembahasan Hasil

Tingginya akurasi yang dicapai oleh
algoritma Decision Tree dapat dijelaskan oleh
kemampuannya dalam menangkap pola
pemisahan data berbasis aturan threshold yang
secara alami terdapat pada fitur warna.
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Karakteristik ini menjadikan Decision Tree
sangat efektif dalam menangani data dengan
hubungan non-linear sederhana, seperti yang
ditemukan pada fitur warna RGB dan HSV.

Random Forest juga menunjukkan performa
yang sangat baik dengan tingkat stabilitas yang
tinggi pada proses validasi silang. Hal ini
mengindikasikan bahwa metode ensemble
learning mampu mengurangi risiko overfitting
dan meningkatkan kemampuan generalisasi
model. Sementara itu, SVM dan K-NN tetap
memberikan performa yang kompetitif,
meskipun cenderung lebih sensitif terhadap
variasi data dan noise pada citra.

Secara keseluruhan, hasil penelitian ini
menunjukkan bahwa pemanfaatan fitur warna
digital sederhana yang dikombinasikan dengan
algoritma  machine  learning  mampu
menghasilkan sistem klasifikasi kualitas air
yang akurat dan efisien. Pendekatan ini
memiliki keunggulan dari sisi kebutuhan
komputasi yang relatif rendah, sehingga
berpotensi diterapkan pada sistem monitoring
kualitas air secara real-time dan berbasis
perangkat dengan sumber daya terbatas.

Dengan  demikian, pendekatan yang
diusulkan mampu menjawab celah penelitian
yang telah diidentifikasi pada bagian
pendahuluan.

5. KESIMPULAN DAN SARAN

Penelitian ini berhasil
mengimplementasikan  sistem  klasifikasi
kualitas air berbasis machine learning dengan
memanfaatkan fitur warna RGB dan HSV.
Hasil pengujian menunjukkan bahwa seluruh
algoritma yang digunakan mampu memberikan
performa Kklasifikasi yang tinggi, dengan
Decision Tree dan Random  Forest
menunjukkan akurasi serta stabilitas performa
yang paling unggul.

Analisis feature importance
mengungkapkan bahwa komponen Value (V)
dan Saturation (S) pada ruang warna HSV
merupakan fitur yang paling berkontribusi
dalam membedakan air jernih dan air kotor.
Temuan ini menegaskan bahwa pemanfaatan
fitur warna HSV lebih efektif dibandingkan
RGB dalam analisis kualitas air berbasis citra.

Secara keseluruhan, pendekatan yang
diusulkan mampu menjawab celah penelitian
yang telah diidentifikasi, yaitu perbandingan
performa beberapa algoritma machine learning



JITET (Jurnal Informatika dan Teknik Elektro Terapan) pISSN: 2303-0577 eISSN: 2830-7062 Ilham dkk

serta analisis kontribusi fitur warna, dengan
kebutuhan komputasi yang relatif rendah dan
potensi implementasi yang luas.

Penelitian selanjutnya disarankan untuk
menggunakan dataset dengan jumlah dan
variasi citra yang lebih besar, serta
mempertimbangkan kondisi lingkungan yang
lebih beragam, seperti pencahayaan dan refleksi
permukaan air. Selain itu, pengembangan
metode pelabelan yang lebih adaptif dan
eksplorasi fitur tambahan, seperti tekstur atau
deep feature, dapat dilakukan untuk
meningkatkan performa dan robustitas sistem
klasifikasi.
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